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ABSTRACT

Dissertation Topic: Estimating Price Effects on
Input-Qutput Coefficients

Peter Marshall Taylor, Doctor of Philosophy, 1981

Dissertation directed by: Clopper Almon, Jr., Professor,
- Department of Economics

Forecasting the economy using input-output techniques requires

- accurate predictions of the matrix of input-output coefficients. The

traditional approach has been to assume a constant matrix. Other
approaches have moved the matrix forward using trend techniques. The
object of thiq dissertation has been to take advantage of new
techniques, nev‘data on industry prices, and new data on input-output
coefficiengs in the areas of energy and transportation, to determine the

effects of price change on the input-output matrix.

-In §rdet fo estimate the price effects..the Diewert or generalized
ieoﬁfiéfpcosfifpﬁction has beéﬁ émployed. This function makes
input-output coefficients depend on relative prices in a waj which has a
number of useful properties for this work. First, the dependent

variable of the estimated function is the input-output coefficient

.itself, unlike other production function specifications such as the

translog or the CES. Second, the Diewert function is consistent with

standard economic theories on the cost-minimizing behavior of the firm.



This behavior relates input-output coefficients of substitutes to omne
another. The property of price coefficient symmetry, which derives from
that relationship, reduces the nul;xber of parameters to be estimated;
this reduction is often important when working with a limited number of
observations. Lastly, the assumption of separability is easily imposed
on the Diewert specification. This assumption limits the cost
minimizing decisions of the firm to appropriate groups of inputs only,
so that a manageable number of variables can be i.nclgded for estimation
‘and still allow for a moderately high level of disagéregafion 6f

industry data.

In this study, the Diewert function was applied to two groups of
input-output coefficients--energj and transportation. Each group
.Vpr'esented a different challenge bencause of the type of data available.
'ﬁxerefore. two diffefenf: épproaches weré takeﬁ.- va1>th‘ev cﬁée of 'eﬁeifgys
cx;oss;section data by state existed ’o.n four types of energy use for heat
anrd power by two-digit Stand#rd_ Indus;rial Class-j.fi;:atiox; (s1c)
_categories of manufacturing. The four energy types were oil, coal,
ngt'ural gas, and electricity. By applying the Diewert functiom to the
four energy'”catAegories and capital and rlabor. long ryn»pr‘ice effect_s. én
- i;n‘put'-outfﬁutv‘“ coefficients wei:e estim#ted‘.. for each two-digit
manufacturing industrﬁr., Combining these loﬁg_-run estim.ﬁtes with yearly
data on coefficient change produced e;stimates of yearly input-output
co‘eff‘i.'cient adjustﬁents to price ch’ange‘s. In the case of
"transportation, a time-series of tonnage shipments, differentiated by
commodity and mode, was available. Application of the Diewert function

allowed the estimation of modal shares of tons shipped by commodity for



two-digit SIC categories. The modal share estimates were then combined
with estimates of total tons of cémmodity shipments and measures of
distance hauled to create measures of transport service demanded by
industry. Dividing these measures by industry output produced price
sensitive input-output coefficients for the transportation rows of the
input-output matrix., Other variables were considered in the
specification of modal shares but few proved to be operationai. Those

that were operational added little to the estimating process,

This dissertation has demonstrated the feasibility of estimating
the price senéitivity of rows of coefficients in an input-output matrix
in order to project this matrix more accurately into the future in a-
world of rapidly changing prices .‘ With the help of the Diewert cost
‘fﬁnction. industry data, and industry érice forecasts, such modeling is

now possible..
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CHAPTER I
Introduction

The purpose of this dissertation is to report on the development of
a practical technique for applying economic theory to forecast more
accurately the input-output (I/0) coefficients of an interindustry
forecasting model. An equation to be used for forecasting will be
presented which represents an improvement over existing forecasting‘
techniques for 1/0 coefficients. This equation is an improvement
because it is derived from production theory of the firm and takes into
account, over and above the usual technological trend effects. the
effects of changing relative prices of alternatire inputs into
production, U81ng this equation. changes in I/0 coefficients are:
estimated and forecasted, w1th input price effects explicitly taken into
account for a number of sectors.of INFORUM, a multi-sector interindustry
input-output model of the ﬁ.s. economy. These sectors are alternative
inputs within the transportation and energy industries. Differing price
scenarios are then used to examlne substitutlon among alternative inputs

vinto production resulting from relative price changes.

A statement of the probiems involved in estimating and forecasting
I/O coefficients w111 be presented in Chapter I, A summary of existing
techniques in the literature for I/0 coefficient estimation will follow
"in Chapter II. Chapter III will present the equation used for
estimation in this study along with theoretical justifications for its

use. This equation will then be used to estimate and forecast the I/0



\

. coefficients in the energy and transportation sectors of the INFORUM
model in Chhpters IV and V respectively. Chapter VI summarizes the

findings.

INFORUM is an input-output type forecasting model which forecasts
industrial output in 200 sectors of the U.S. economy. The technique of

forecasting industry output using input-output tables in the INFORUM

model requires the solution of the following set of equatiohs for future

years:l

X, = ), a X +F =-M +N, i=1,200 . - (1.1)
: 3 ] i 1 1 ‘ o

,:V#efe.rxi é'outpﬁt;of each of theVZOO industries.‘ The followinéA
vé:iables are known, forécasted ﬁrior to solution or»esgimated
simultanedusly with the above equaﬁion.

fiﬁél demand for e#éh'sectbr; a summation

' of demands fof invest;enﬁvéquipment. ;tructures,

u#gg*govérnhenﬁ and defense articles,. exports,

‘and personal consumption

imports of product i

a,A"g'
"

i
: Ni = inventory change of product i
aij = the amount of input i that is

i
demanded to produce one unit of

outéut Je




Redefining di‘= Fi - Mi + Ni and using matrix notation,

the above set of simultaneous equations can be rewritten as:
(I1-4)x = 4d (1.2)

vhere x and d are the output vector and final demand vector
respectively; A is the matrix of input-output coefficients, aij; I 1is

an identity matrix. Solving for x, (1.2) becomes,
- -1
X - ( I - A ) d . (1-3)

While INFORUM does not in practice selve for x in quite this manner
(p'r‘eferring the Seidel method instead) the above equation _s;hows the
importance of accurate forecasts of A and d‘ in order to estimate
_ accurately the vector of Lndustry output. X, for future years. The
forecast:.ng of the vector of f1na1 demands has been the preoccupatlon of
the Maryland Inter:.ndustry Forecast:.ng Pro_]ect for many years and its
‘lprogress is well documented elsewhere.2 Th:.s paper w111 deal w1th the

progress made in 1mprov1ng the estimation of an expected A matr:.x for*

future years.



" Definition of the A Matrix

Since every industry's output goes either to final demand or to

another industry as input, the economy is linked by a network of

—

interconnected flow rélationéﬁips between industries, including a sector
for final demﬁﬁd. Wassily Leontief, the originator of I/0 techniques,
first defined the input structure of an industry as a set of technical
coefficients representing the amount of each inpdt absorbed by that
'induétry from égﬁther industry per unit of its own output.3'1ndustry

/
flows are converted to technical coefficients by dividing input flows by

industry output. These technical relationghips were assumed to be fixed
at {ny point in time, subjecﬁ to some optimal mix of inputs for
producing output. There exists, ﬁhen. a matrix of technical
relationships ﬁhowing technical coefficients for each industry, across

>all.indﬁs§rié§}h-% -

INFORUM presently measures inputs and outputs in terms of their
values at 1976 prices. The aij coefficient in INFORUM, therefore,
representé the dollar value‘of'input i needed to produce one dollar's

' ﬁorth 6fioutpu£ i at 1976 pricés; or

s =X,/ X, e o (1.8)

-1ij iy 3 h
where,
xij = the value of the total amount of good i going to

the production of good j, im 1976 dollars

value of the total output of good j in 1976 dollars.

B
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Here, technical coefficients measured in physical units have been
changed into relationships in value terms simplyAby weighting all
technical coefficients going to an industry by a ratio of the price of
input i to the price of output j in 1976. We are interested then, in
structural cbefficients. known ftom'here on as I/0 (input/output)
coefficients, each coefficient showingvthe relative importance of an
input in a 1976 dollar's worth of output. The matrix of these
coefficients shows the technical linkages betﬁeen all industries iﬁ the

economy and is known as the A matrix.

These coefficients are assumed to be fixed at any point in time

but, over time, we can expect them to change. Three reasons that have

been cited for this change are: 4

" 1. Technological Innovation .
Technological innovation deals with the change in‘the mix of
technical inputs into the making of a product over tiﬁé as new
.xtet'hoAcli‘s. of production are developed and introdut;&. | New

3 capital equipment geared vto the new techndlogy will siowly'

;replace outdated machmery as old methods of product:.on become |
‘ﬁ"]‘:ncreasz.ngly 1tss 1:1:'odu<:t:1.ve.,~ New ratlos of factors /of pro~
duction will replace old ratios and input-output coefficients

will changé. | | |

2. Changes in Ptoduct‘Mix,-

The second reason for coefficient change deals with the problem
.of dat‘a aggregation where a number of products are aggregated

under one industry heading. Given available data, flows



3.

generally cannot be disaggregated to lower than the industry
level. As product demands change due to shifting consumer
tastes or other influences, an industry's product mix will
change even though the basic technical relationship between
input mix and output of a particular product may be fixed.
Only if each and every product within an industry has an
identical technical input mix will a change in product mix have
no effect on the relative amounts of inputs going to that
in&ustfy. Otﬁerwige. weiéan expect a change iﬁ i/O
coefficients as an industry's product mix changes even with

constant technical coefficients for the production of each

product.

Price Induced Substitution

' The third reason for coefficient change deals with the effect

0f changing relative prices of inputs into production for

industries attempting to minimize the costs of productiomn. As

_the price of an input increases relative to‘its alternative,

- firms.will substiﬁute #Qay frbm the more expensive.inputs in an
“ ;;“a£tempt to keep :Eé~cb%§s §f production down. New éapital
{féﬁﬁifﬁeﬁt which:ﬁéésnﬁhéKﬁéw}éhé;per inﬁut ratioé, ﬁill replé%e
’?éide: capitalﬁequipment as.old’ﬁethods of productioﬁ‘become

'incréasingly less cost effective..
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Prior to this dissertation, INFORUM, in its forecasting efforts,

. has tried to take into account these three causes of coefficient change

in a general manner only. The total effect of these causes on
coefficients is examined in the past and extrapolated into the future.
The separation or product mix changes from technological changes has
been studied on a case~-by-case basis where ;he need warrants, but the
lack of specific product data across all industries, over time,

5 Price effects have not been taken

prohibits a gemeral exémination.
explicitly into account because of the unavailability of an adequate
price model to forecast industry prices for future years, as well as a
Tack of a theoretical approach for introducing price effects.
Consequently, the majority of changing coefficients were forecast using
a procedure known as Logistic curve  estimation. This approach was
appliied to two types of data, (1) individual industry coefficients, and
(2) coefficient rows of the A matrix using an "Across the Row’
technique. A row shows the structural coefficients of one input to each
of its intermediate users. Logistic curve estimation takes into account
the effects of the three causes above, in total, on both types of data.
Recently a price model, the result of the dissertation efforts ot David
Belzer, has been added to INFORUM, which forecasts prices yearly for 200
sect:or:s.6 The intention of this dissertation is to take the process of
forecéstiné changing I/0 coefficients one step further by explicitly

taking into account price changes in a theoretically acceptable manner

now that price forecasts are possible.



Across-the-Row Change

A consistent matrix of I/0 coefficients for'industries at a fairly
high level of disaggregation (367 order level) exists only for 1963,
1967, and 19727 and consequently only a crude extrapolation for
forecasting can be made for individual I/0 coefficients on a general
basis. However, the row totals of input flows of a product to
intermediate users can be derived yearly and this information can be put
to work to help complete the table for later years.8 Starting with a
series on product shipments for each year, we subtract out personal
consumption expenditures, producer's durable equipment, inventory
change, exports minus imports, and government demands. The residual in
year t, defined as U(t), represents the actual flow of input to the 200
intermediate users in the INFORUM model. Also, a historical series is
calculated which represents what the intermediate flow would have been
if the row of I/0 coefficients had remained comnstant at their 1969

levels. This series is calculated using the following equation:

I () = 2(_)0 a(‘;J?) X, (t) +'_§c(§;:’) 5. (&) (1.5)

j=1 j=1

where,
Ii(t) = an “Indicator” for the amount of input i
that would have been used in period t if

the row coefficients for its use had remained

unchanged over the history period
Sj(t) = the demand for structures by industry j
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N
=2
]

= the 1969 coefficient for the ratio of input i

1]
needed to produce a dollars worth of comstruction
for industry j.
69 . .
aij = the 1969 I/0 coefficient

A tim;\series of thé ratio U(t)/I(t), an intermediate use coefficient
for each year over the historical period, shows the changing structural
demand for input i over time by the total of intermediate users.
INFORUM, then, forecasts future trends in intermediate use coefficients
by fitting an “S” shaped logistic curve to the U/I coefficient trend and
extending this curve into the future. The logistic curve is applied in
order to place a ceiling or floor on the extrapolated trends. The
percentage change in the intermediate use coefficient is then applied to
all 1/0 coefficients in the row. The result of this technique is to
forecast the change in an I/0 coefficient for an iaput to one industry
by moving it by the average change in the demand for that input by all
intermediate users. A row of the A matrix, which shows the structural
coefficients for one input to each of its intermediate users, changes,
then, by the same percentage amount over time. Stated in this way, one
of the implicit assumptions behind this technique becomes obvious; all
industries behave in approximately the same way in matters of input
demand per unit of output. All industries must change demands for an
input per unit of oﬁtput by the same percent in order for the

Across-the-Row technique to be exactly correct.9
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Individual Industry Change

4 less stringent assumption is maintained when a time series of
input demands is separately'acquired for a particular industry, usually
from t;he industry itself. This ieput data is divided by
INFORUM-computed industry output to produee a series of 1/0
coefficients which will vary over time for all the reasonms spec1f1ed
above. Future trends in 1nd1v1dua1 coefficients for a 51ng1e industry
are ferecasted once again, by fitting a logistic curve to the historical

time series of I/0 coefficients and extending it.

Both types of data still require another assumption, however, when
the loglstxc curve estlmatlon technlque is used; each industry will
‘/follow in the future the same trends with respect to input demands per
unit of output as have been evidenced in the past'. As well, this
technlque does not take advantage of the assumptzon ‘that coefficient
change is lnterdependent between' rows.. When the share of the output

" dollar increas'es for one input it must necessarily decrease for another.

Substltut:.on w111 occur- between :anuts w1th1n an lndustry. and thls

‘mterdependence should be taken into. account in est:.mat:.on.

An atteﬁpﬁ irs made in this stuey to i.mp-rove upon these points. The
\‘study. is. carried out omn an ineustry-by4industry basis allowing each
industry to exhibit its own production function response to changing
pricesi. Here, we improve on the "Across-the-Row assumption above by

e -

estimating coefficient change on an industry-by-industry basis. The
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technique developed lhere for forecasting I/0 coefficient change utilizes
the Diewert or generalized Leontief equation which takes into account
changing prices of altermative inputs in the production behavior of cost

minimizing firms. The historical trend assumptions are improved upon by

taking into account, over andvagbve—%he—exﬁéépo1ated trends, the effects
on I/0 coefficients of changing input prices. As well, changing
coefficients are estimated wifh their interdependence taken into
account. These improvements are a natural progression of the advances
made in éstimating I/0 ;oefficient chaﬁge. A short review of the

history of those advances follows.

~
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CHAPTER II1

Progress in Estimating Coefficient Change

In order to forecast coefficient change correctly, the reasons for
coefficient change must be examined. Progress in explaining coefficient

change has developed from two separate.perspectives. each side focusing
on different aspects of the problem. ~Input-output theorists have been
interested in examining and explaining I/0 tables while “production”
theorists have been interested in investigating the production function
relationship between inputs and output. The difference between them is
characterizea by the scope of their work. The former group has focused
on the movement of the‘I/O coefficients of the disaggregated sectors of
the A matrix. The majority of these represent intermediate flows
between industrie;. The latter group has focused on the functional
relationship of only a few aggregated coefficients; in particular, the
basic resources, capital and 1ﬁ§°r° The production theorists have added
intermediate inputs to their work to formulate better the capital-labor
relationship. The result of the two approaches points up the importance
of the theoretical content in the analysis of coefficient change,
learned from the work of the production theorists, as well as attention
to detail with respect to individual disaggregated coefficients, learned
from the work of I/0 theorists. Below is a review of the progress that

has been made bn both fronts.

12
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: {2 1/0 Techni

One ot the major problems involved with the application of input-

output techniques to solve current economic problems is the five year

lag period in the production of an I/0 coefficient table. Also, this
task is only periodically carried out. The assumption that a
five-year-old table reflects current basic technical relationships in
production raises questions as to the stability of I/0 coefficients. 1Im
particular, the problem of product mix may destabilize I/0 coefficient
tables even though technical relationships remain the same. The
destabilizing effect of product mix on I/0 coefficients is aggravated as

more and more commodities are aggregated into columns of a table. A

“column represents the list of inputs needed to produce a dollars worth

of one category of output. An opposite stabilizing effect is also
created by aggregation., When rows ~of possible subétitutes are
aggregated, the resulting offsetting movements of coefficients caused by
price or technology ’ind.uced substitution will leave aggregate
coefficients unchanged. In 1968, Vacarra found, for U.S. tables
disaggregated to the 64 sectors of the two-digit SIC level, that
coefficients within a row changed over time and did not all behave in
the >same way. While some coefficients decreased, others increased. It
appeared that not all industries were substituting toward or away from

inputs in the same manner. Because of a lack of data (since U.S.

tables oﬁly existed for 1954, 1958, and 1961 at that time), she was

unable to derive the separate causes responsible for individual

1

coefficient change.” Stagen and Wessels (1971) evidenced individual

coefficient change in I/0 tables for 1954, 1958, and 1962 for West

13
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Germany but, also, provided no functional explanatory equations.
Sevaldson (1968), investigating the stability of I/0 coefficients, found
trends in changing coefficients over time for I/0 tables of Norway.
élso. he observed that more aggregated tables produced more stability in
coefficients. This result most likely reflects his attempt to

aggregate, as much as possible, rows of substitutable inputs.3

From the work above, it appears that I/0 coefficient tables exhibit
changing individual coefficients over time, but not enough table data
have ﬁeen available to separate out the causes for these movements.
Acknoﬁledging the lack of consistent tables over time for many
countries, Fontela (1968)4 introdﬁced a method for interpolating
coefficients between tables that is a variation on the "RAS“‘technique
of row and column balancing.5 Using row controls, coefficients in a row
of the table are adjusted to reflect the extent to which one input is
substituted for another throughout the economy and, using column

controls, coefficients in a column are adjusted to reflect "fabrication”

¢

as an industry absorbs a larger or smaller ratio of intermediate to
primary inputs. (Capital and labor are considered primary inputs.) The
substitution of one input for another is assumed to be identical across
columns, and the absorption of an input by an industry is assumed to be
identical for all intermediate inputs in the column. A series of
iterations of column and row adjustments generally produce a table
consistent with a vector of knbwn row and column totals. Fontela points
out that forecasted row and column controls can be used to update

existing tables for future years.

14

dan

. msessses A AdBiow Adadte ad

st S mand



The weaknesses of RAS balancing are exposed, however, when a sécond
look is given to the homogeneity properties of substitution and
fabrication processes across rows and columns. Both Vaccara (1968) and
Peterson (1974)6 point out that changing relative prices and technology
effect coeffic‘ient change through the introduction of new techni;al
processes resulting from investment. The heterogeneity of new capital
equipment and the dissimilarity of its acquisition across industries,
along with the industry specific aspects of technical innovation does
not support the fationale that input substitution should be identical
across industries adjusted only for different fabrication rates. Also
the fabrication adjustment for each industry of all intermediate inputs
as a group qmits the possibilities of substitution between alternative
intermediate inputs. As new capital equipment is introduced, these
machines should reflect changing relétive input prices in their input
vz:élqui.femer.xt:’~ m;i.i z;s‘ fi‘ﬁlﬂsuat‘:tempt to m»inimiz;the césts ‘and maximize the
e‘.fficiency of production. K.Sarma (1972) found that A matrices
"ca.l.culated by RAS between known I1/0 tables for 1959 and 1962 peffomed
worse in simulation tests than interpolated coefficients between those

. sajne-' y~éérs. He concluded that the “errors in forecasts from
Ainterpolate.d I1/0 matrices are, in general, smaller than those ‘obtain‘e”d

" from the. RAS method.”7

Given the evidence that coefficients change, and lacking the data
to divine the functional relationships to explain these changes for I/0
" coefficient tables, Fisher et. al. (1971)8 and Aujac (1971)°2 propose
acquiriﬁg updated technical data on production processes from industry

technicians. Aujac, however, finds technical answers to be

15



unsatisfactory for improving tables.

Forssell (1971) develops a regression equation to explain changing

I/0 coefficients where he takes into account explanatory variables and

uses data on individual coefficients. Using data on Finland from 1954
to 1965, he considers proxy variables for the effects of technical
development, changes in relative prices, and changes in output.
Measures used for technical development are degrees of electrification
and mechanization and a time trend. For prices, the ratio of material
input price to output price is used. The problem of product mix arises
when, in order to generate complete consistent sets of I1/0 tables over
enough years for regression analysis, columns and rows must be
aggregated. This problem is handled by Forssell by limiting tﬁe scope
of h‘i.'s investigation to only four sectors: wood, furniture, paper, aﬁd

printing, and these are subdivided into 21 industries. The inputs are

“limited to five specific types. Regression equation results exhibit a

negative correlation between price and I/O coefficients for intermediate

inputs and a positive correlation between technical change and I/0

coefficients for labor inputs. The evidence showed that product mix,

. -relative prices , and technical progress had a high correlation with

changing coefficients.l0 While we see here an attempt to explain

changing. cbefficients for omne ihdustry at a time, which reduces the.
problem of pfoduct mix and allows for individual industry responses, no
consideration is taken of the interdepéndence between the I/0
coefficients for alternative inputs into production. This work can be
faulted for providing no theorétical justification for the functional

form of the regression equation. No theoretical basis is provided for

16



believing that the high correlation he observes is evidence of a

cause-and-effect relationship.

P {n Production F {on T}

Production theorists, on the other hand, have laid the theoretical
groundwork for studying cause-and-effect relationships between relevant

factors affecting production and input demand.

Parks (1971) uses the theory and funtional equations of Diewert
(1971)11 to estimate coefficient change where the input decisions by a
cost-minimizing firm have been taken into account. (The theoretial
justifications for Diewert's equations are presented in Chapter III of
th:.s dlssertatlon.) Parks shows that t:he capital-labor elasticity of
substltutlon generated from cost minimizing firms will be undervalued”
when intermediate inputs are neglected in the estimation of a firmfs
production function. This conclusion is drawn from the' reselts of
"regression analysis on five aggregate inputs =-- agriculture,
transportation, imports, capital,'. andilaber -- into manufacturing for a
'tiﬁe series of Seedish manufacturing data from 1870 to 1950' ﬁsing
Diewert's deriv’ed demand equations for i.npufs. Parks determines that the
elaeticity of substitution for meny inputs is neither zero nor one,
making both the Cobb-Douglas and Leontief fixed coefficient production
functions inappropriate formulations for explaining coefficient change.
Here, aggregation problems may arise from combining all manufacturing
prodnc‘ts into one category of output and dividing all inputs into only

five groups. Again we see the necessity of aggregation in order to
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creaté a sufficiently long time series which incorporates all
input=-output rela;ionships. Since the derived demand equations are the
result of a firm's cost minimizing reactions only, thé non-firm related
problems of aggregation are not accounted for adequately in Parks
analysis. Product mix effects may invalidate his production function

conclusion.12

In 1974, Peterson took advantage of Diewert's derived demand
equations for inputs to estimate the effects of pfices on captial,
labor, and productivity, where intermediate inputs are considered for
the British eﬁgineering'industry. An attempt is made to incorporate I/0
table data by generating consistent tables between 1954 and 1968 for
England using'the RAS balancing technique and dividing inputs in the
engineering indﬁstry into five categories -- labor, fuels, other
materials, seiyices,A;ﬁd iﬁvéstmeﬁ; goods. His statistical £ests'of ﬁhe
elasticity 6f'substitution allow him to reject the assumption of fixed
intermediafé inéuts.' However,. heAqualifies this conclu;ion by
acknowledging that other factors, such as product mix, may be at work-
when he_aggfeg#ﬁe; 36\i§£efmediate inputs intq five groups;13 Also;)the
assumﬁtioﬁé ﬁnderiyingufﬁé‘RAS technique of data generation that he used

‘may lead to incorrect results, as pointed out previously.

In an attempt to provide adequate I/0 coefficient data for Diewert
equation analysis, Humpﬁrey in 1975 considered sixteen inputs into
production. Sixteen equations are estimated, each equation having as

. the dependent variable the I/0 coefficient for each input, and as

independent variables, the ratio of the price of that input relative to:

18



(1) a price index of its closest substitutes, (2) a price index of all
other intermediate goods, and (3) a price index of the value added
items, capital and labor, along with a constant term. The data for
regression are changes in I/0 coefficients between the two years 1947
and 1958 for columns of U.S. I/0 tables. He finds few cases where the
elasticity of substitution is significantly different from zero,
indicating that price has no effect on the stability of I/O
coefficients.l4 We see here an attempt to test the effects of prices on
I/O coefficients in I/0 tai:les for a fairly disaggregated set of inputs
in order to pick up substitution effecﬁs between alternative inputs.
However, Humphrey's use of cross-section data across columns of the I/0
table requires the assumption that the effect of prices on input
substitution is identical for all columns. As pointed out by Vaccara ,
this assumpt:.on is quest:.onable in llght of the argument that anutr
‘ fisubstx.tut:.on is the result of u.nlq\;e cap:.tal investment dec:.s:.ons made

by each industry RE

l' Using an alternative equation to thé Diewert, the translog
qpecificétion. Humphre»y and Moromney (1975) try to estimate factor
:éubstitution elasticitiéq but aré able to make less heroic assumption§
""about‘ f:he cross-section I/0 data by limiting the scope of their
investigation.l(’ Here they are interested only in the price effects on
substitution between three inputsﬁ capital, labor, andran input
aggregate of natural resources. By stipﬁlating that natural resources
‘are .functionally separablen from other intermediate inputs, they are
able t5 assume that the resulting estimated price elasticities are

theoretially unbiased even though all inputs in production are not
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consi&ered. Also, they assume that price effects on coefficient
substitution are identical only for four-digit SIC industries within a
two-digit category, but may differ between two-digit categories,
Consequently, their data for estimation rumns across four-digit
industries within a two-digit category. They estimate price.
elasticities for twelve two-digit categories using the three input:s.18
While disaggregated I/0 table data is utilized across columns, here
again, the aggregation of rows hides many intermediate substitution

situations. Since the majority of inputs to production are

intermediate, most price effects are left unestimated.

The. translog specification is used by Halvorsen (1977) to estimate
input demand functions and here the data is disaggregated by both rows
and célumns. The property of separability of groups of inputs in the
érgduction function of‘each indusﬁfy'is relied.upﬁﬁ to limit the n§m5é£
of rows of alternativé inputs without the need for aggregation.
Halvorsen developes coefficients and prices for four fuel inpufs used
for heat*anﬁ power'in ninéteen two-digit SIC categories, using two-digit
SIC data across stgteshfor 1971.19 gHere, h? assumes that the effects of
‘fﬁei priée changes will cause substitution 6n1y among oil, natural gas,
» éléctricity. and occasionally coai, holding total fuel demand constant.
ffice elasticities are estimaﬁed for these inputs where the problems of
product mix and aggregation of substitute inputs are kept to a minimum,
v allowing for theoretically unbiased results. Questions may be raised
'hoéever. about the assumption of.separability of fuels from capital and
labor inputs, leading to the conclusion that total energy demand will

remain unchanged as fuel becomes relatively more expensive.
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Synthesis

This history of investigations of I/0 coefficient change'poiuts out
the problems that exist with modeling coefficient change and the steps
that have been taken to deal with these problems. The work of the
former group of authors, labled I/0 theorists, evidences the trade off
that exists between the use of aggregated data in order to create a data
series of sﬁfficient length verses the increased complexity in modeling
that is created by aggregation problems. In order to create consistent
disaggregated I/0 tables of data, such techniques as "RAS™ balancing
were introduced. No theoretically sound technique was developed,
however, to explain the changing tables.’a necessary prerequsite for
accﬁrately fOrecasting tables. On the other hand, the latter group of
authors. lﬁbi;&<"ér;d§;£ion‘tﬁéo;isﬁé."‘aéfiied techﬁiqugé for
estimating coefficient change that was consistent with the theory of the
firm but glossed over tﬁe p;oblems of aggregation. The eﬁrlie:

estimation attempts of this group suffers from problems of product ﬁixo

E-foi"fhé ﬁethddoi§g§‘of-this dissertation represents an improvemgnt ovér‘A
>§r§§ious.investigationsvof coefficiéﬁt éhange in I/0. tables beca;se
attention is paid to both detail and theory.r A balance is struck
betweenvthe approaches of the two groups for forecasting I/0 coefficient

_change in the U.S. economy.
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Detail

In this dissertation, coefficient change is estimated on an
individual industry basis so that industry specific adjustments for
changing price and technology can be accounted for with a minimum amount
of product mix problems. Inputs are considered at a detailed level so
that the effects on close substitutes can be examined. In order to
attain this level of detail it was necessary to abandon the use of
existing disaggregated I1/0 tables because too few actual tables exist
for the U.S. Data from aggregated tables was dismissed because of the
intractable problems of product mix and the aggregation of substitutable
inputs. The use of tables derived from RAS balancing was also rejected
because of the assumption of homogeneity of coefficient change across
rows and cblu‘mns.) The RAS technique generates industry I/0 coefficients
wl;.thout cé:;sidéfa';ion of the industry specifAic int‘erdependence'betveen

substitutable inputs.

In this study, the necessary level of detail is attained by
- applying .th”ehags_sumptvion of separability to industry production functions
. which‘ allow j.ﬁp_ufs 'ii‘:reilevent to the cost minimizing mix of specific
substitutable inputs.to be disregarded. ‘;Ihen irrelevent inputs are
ignored, it is no longer necessary to obtain the comprehens'ivé detail of
1/0 tables for estimation and data can be gathered for specific inputs
into production which are consistent and of sufficient length to make
"estimation feasible. In particular, data is gathered for alternative
fuels used for heat and power in manufacturing and for tramsportation

services demanded by industry, differentiated by mode of shipping. By
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applying the assumption of separability, coefficient change can be
estimated using detailed input data which avoids the problems of data

aggregation and allows for a more accurate estimation of coefficient

change.

Theory

The Diewert equation is used for estimation because of its
theoretical basis, This equation takes into consideration the
interdependence between alternative inputs resulting from the cost
minimizing behavior of the firm. Also, this equation is prefered
because of its ease of estim;tion. Input demands are simply a functionm
of a series of additive terms representing the relative prices of
alternative inputs and the dependent variable is the I/0 coefficient
itself, the vafiable to be modeled. In the following chapter, the
implications of firm behavior on input demand are reviewed and the

equations introduced by Diewert to model input demand are derived.
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Chapter III
Developing An Equation for Estimation

What does economic theory tell us about the firm's responses to
changing input prices? This chapter presents a standard cost
minimization approach to firm beﬁavior and derives the resulting
conditions that this behavior implies. Second, a specification
introduced by W. E. Diewert is presented which will be shown to be
consistent with the derived cost minimization theory. This

specification is then compared to an alternative, the translog function,

which is sometimes used as an alternative for estimation.

Following the usual approach for deriving the conditions for cost
minimization, a firm, facing fixed prices of inputs and having a
o

production function with constant returns to scale, will attempt to

minimize the unit costs of production, C, where

C =Zpi xi i = 1. e o o s 1 (3-1)
P, = price of inmput i
x. = amount of input i per unit of output
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This cost minimization is subject to a production function, £, for

producing one unit of output with constant returns to scale where,

(3.2)

This production functiom is assumed to be a continuous, twice
differentiable function in inputs with first order partial derivatives,
of/ axi = f; 2 0. The matrix of second order partials is assumed to
be negative semi-definite so that the function is concave and has convex

isoquants.

Cost minimization is accomplished by picking the optimal mix of
inputs so as to minimize total costs for any given set of inmput prices.
The minimization of (3.1) with respect to a production function for
producing one unit of output, (3.2) is represented by the following

[

Lagrangian problem,

L =}E:pi x. - [f(xl. c e e X ) - 1]

where \ is a Lagrangian multiplier. The first order conditions for the

minimization of this function produce,
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P = A 6—2 (xl. e o xn) i = 1. e ¢ o I . (303)
% |

The optimal amount of each input is purchased so that, defining

Hh

M
¥4

£ £ £ 8
"p‘l = "’2 = e e o o '_'n ) ‘ (3.4)
1 Py Py

From this it can be seen that, for a cost-minimizing firm experiencing
constant returns to scale, the demand for input i per unit of output,
, A
A is a function of all input prices involved in the cost minimizing
process or,
'l et y G
X, = . e o e S .
i 8i‘P1 Py _
" The minimum cost of producing a unit of output is then,
'

Clpy = « - p,) 2:pi.‘xi | , (3.1*)

L]
where. the x, 8 represent the minimum cost input bundle.
Input demand functions such as (3.5) possess a useful condition of

symmetry. To make it evident, we first write the first order conditions

for cost minimization derived from equation (3.3),
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gx—l-—pl‘kax1=0 1=l....,n
(3.6)
L L4 ,
a—)\— = 1 £ (Xl ? o o 9 xn) = 0.

From (3.5), we can see that the inputs are a function of prices,
Consequently, the substitution of (3.5) for x in (3.6) demonstrates that
these functions are identically zero as functions of prices. Thus, the

partial derivative of (3.6) with respect to one of the prices, P;s must

also equal zero, or,

n X.

-Z la__J-fl.aL=0 i=2. e o o s N
i=1 3 dPy Py
n dX.

- 3 g ] = 0
j=1 0P

These equations may be written in matrix notation as,

27

aneGiEs Bied MMEEER U Bbed it



1",\f11 -,\f12 e £ a-P-l— 1
dx
2
ANE, Afy oo £ 57 0
= (3.7)
£ £ ce. 0 6.& 0
1 2 d P,

' . ;s ‘ '
and solving foré---L produces, —= = 8§ .., where S represents the
pl . 6 p1 il
inverse of the elements of the above matrix.1 Had we differentiated with

respect to Pj’ the matrix on the left of equation (3.7) would be

unchanged but the 1 in the vector on the right would be in row j.

. ' X, :
Therefore, d pl = Sij . Since the above matrix is symmetric, then
Slj = sji 3. thus,
L 6::. : -
1. J el
= 6 . (condition of symmetry) (3.8)
JP; p; |
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Also, solving for the demand for input i with respect to its own

oxX..

price, we can see that, = Sii’ which can be shown to be < 0.2

This condition states that only negatively sloped demand curves exist

for inputs purchased by a cost minimizing firm.

What implications do these results have for. I1/0 coefficients?
Viewing X, as an 1/0 coefficient, we see from (3.5) that the optimal I/0
coefficient is a function of the relative prices of alternative inputs
into the p;'oduction of a firm's output. A col_umn of the 1/0 matrix
shows thg amounts of alternative inputs in production per dollar of
output for a single industry. Assuming all firms in the industry have
approximately the same production function, we see from equation (3.5)
that each coefficient in the column is sensitive to the relative prices
of alternative inputs in the column. Since the price of an input enters
the demand functions of alternmative inputs, a change in one price will
affect the demands for a number of inputs. The condition of ;ymmetry,

I
(3.8), also assures that the changes in the demands for alternative
inputs are linked. I/0 coefficients in the column of the matrix are,
therefore, related and must be dealt with on a column-by-column basis

taking into consideration changing relative prices in order to be

consistent with standard cost minimizing theories of the firm.
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The cost function derived by Diewert is used to estimate relative
price etfects on I/0 coefficients because th; function takes advantage
of the Shephard duality theorem which defines input demand in terms of a
cost function derived from the cost minimizing behavior of the firm and
a regular production function such as the one described by (3.2).

Shephard's Lemma, (also derived by Samuelson> and others) is defined as,

aC(pl..-:Pn) 4
a pk = gk 1, « o 9 Pn) . (3.9)

(p

This equation states that the derivative of the cost of producing one
unit ot output with respect to the price of an input is equal to the

demand for that iﬁput.

To prove this we differentiate (3.1') with respect terpk.

°o¢ . Y op. 9% .10
EEU VR (3:10

Using (3.3), the conditions for cost minimization by the firm, equation

(3.10) becomes,

oc _ ) f‘ of
— = + A — el
38,  k Zl: 3X, P,

1

ox, _
.éjﬁr = x +

Q/
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Since f(xl.. e o xn). from (3.2), is a constant.gli_ = 0.

Px

Consequently,

which is Shephard's result,

Diewert makes use of this lemma to specify a cost function which is
a generalization of the Leontief cost function and produces a system of
derived demand equations that can attain any set of partial elasticities

of substitution using a minimal number of parameters.5

The cost function is,
JOEEDID b, T pjl/2 (3.11)
i. ]

where
b.. =b.. for all 1 = j.
% | ji

Differentiating (3.11) with respect to Py Ve have
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which, using (3.9), bec¢omes

1/2

% T ?bi_k (p—L) . | (3.12)

Pr

This equation can be estimated using a data series of I/0 coefficients
for the dependent variable on the lefthand side and a series of prices
for substitutable inputs on the right. This is the basic equation used

in this dissertation for estimating coefficient change.

The appearance>o£ the square root in (3.12) at first seems

arbitrary. A natural generalization of (3.12) would be

i Apk

However, only with B = 1/2 can (3.13) represent the behavior of a
cost-minimizing firm. For, from (3.13) the demand for input k with

- respect to a change in p_ is
i
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and the symmetry of cross-partials for a cost-minimizing firm, equation

(3.8), requires that

B-1 -B _ B b B-1 -B

Bbix Pi  Px ki Px Pj ¢

For B # 0, this condition will hold for all p = 1 if, and omnly if,

An alternative speéification of a unit cost function used for
estimation by many® is the translog developed by Christensen, Jorgenson,

and Lau7. The specification is, -

InC = + 1 + 2 b 1 1 .
n 8 2 a lnp, 1/ ZE i5 np, lIn pj‘ (3.14)
. i 3

o Fer

where zai_-’l. b'ij =‘bji » and zb. = 0 for i, j =1ls,n.
i

To produce a demand function for estimation we first calculate the

change in the cost function with respect to input prices,
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dln C ‘ '
— = .+ b.. 1n .
dln p. i ; 1] Pj

which by detinition becomes,

d¢C P ‘
i _ .
s57 T a, + Z bij 1n P, : (3.15)
1 J
. . oC _ .
Applying Shephard's lemma, 3o = X, to the first term on the left
CFL

N

and moving the second term to the righthand side produces a demand
function for input i, but this function is difficult to estimate because
it is nonlinear in the parameters. However, since C = Z P; X;
equat?ion (3.15) can be translated into, |

X, P.
- i fi - 2:
M. -Z—-—x ai + . b.. 1ln p. (3.16)

where ‘Mi is the share of the total cost going to input i. Since this
function is linear in prices, it is estimable with simple regression
techniques. We see here, however, that, unlike the Diewert functionm,

the I/0 coefficient is not estimated directly.

Another characteristic of the tramslog functiom 1s that, if all
bi.j = 0, the cost function collapses to a Cobb-Douglas form with an
elasticity of substitutiom, ¢ , equal to ome. To see this we simply

note that with all b, .'s = 0 , equation (3.16) would reduce to,
i
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-Since a; is a constant we can see from this that the factor share is
always constant regardless of the p's. This condition is the normal
result derived from a production function with'ﬁnitary elasticity of
substitution. The consequence of this property with respect to
estimétioh*i; that poor fits of equation (3.16) to the data lowers
values of the bij's and consequently biases the elasticity of
substitution between inputs toward one. On the other hand, poor fits of
the Diewert equation do not allow a rejection of © = 0. To see this
one need only note from (3.12) that poor fits on the data push all bij's
for i # j to zero, leaving only the constant term bii to be estimated.
Consequently, for poor fits, the demand for an input, X0 will equal to
a constant, indicating zero elasticity of substitution. Since zero
substitution has been the standard implicit assumptiom of I/0 modeling,
it seems inappropriate to allow ¢ =1 to be the null hypothesis for
the estimation of price effects. The intent of this study is to test

for the alternative assumption that price sensitivity exists with the

default value being zero, and for this work the Diewert function is best

suited.
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CHAPTER IV

1/0 Coefficients for Enmergy

Fuels used for heat and power enter into the production function of
nearly every commodity. Consequently, the fuel rows of the INFORUM A
matrix contain more entries than almost any other row, and accurate
estimation of the changes in these coefficients is essential to accurate
forecasting. While fuel consumption is ubiquitous, the extent of the
use ot various fuels in industry production functions varies
significantly over time and among industries. For the manufacturing
seétors. which consume approximately 25Vper cent of the total energy
requirements of the economy, the demands for coal, oil, natural gas, and
electricity used for heat and power have changed appreciably in the last
twelve years. Between 1967 and 1975, coal use declined from 19 percent
to ten percent of total energy consumed for heat and power in
manufacturing. Residual o0il use increased from seven to ten percent and
distillate fuel, from four percent to five percent. Natural gas
declined from 53 to 52 percent, while electricity increased the most
from 12 percent in 1967 to 17 percent by 1975. Since 1975 these trends
have changed somewhat. While residual fuel o0il and natural gas use
trends have continued-on their old paths, electric energy and coal use
trends have started to turn around. In 1977, electric energy use, as a
percent of total energy use by all manufacturing industries, remained
approximately at the same level as in 1975, after increasing six
percentage points in the preceding eight years. Coal use, after dropping

to 10 percent of total emergy use in 1975, increased to 11 percent by
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1977. Distillate fuel oil consumption, as a percentage of total fuel

consumption, remained flat during the 1975 to 1977 period. Also, a
large disparity in use exists among industries. 1?0;- the 20 two-digit
SIC manufacturing industries in 1§75, the amount of energy consumption
varied from a high of 814.7 billion kllowatt hours (kwh) for the sector
“Chemicals % to 6.6 billion for the sector Leather and Leather
I-’roducts.".where all energy sources have been-converted into kilowatt
equivalente. Energy intensity also varies widely among industries. The
most energy intensive two-digit industry in 1975 was ~Stone, Clay, and
Glass Products, with 12.3 kwh codsumed per dellar of industry
shipments. The ledst energy intensive was "Apparel and Other Textile
Products”™ with .52 kwhA per dollar of ind.ustry shipments.2 Clearly,

‘energy demand is diverse and must be modeled on an industry-by-industry

basis in order to model faithfully this changing demand structure.

The Diewert equation is applied to the 20 two-digit SIC commodity
groups in manufacturing in order to estimate the role which changing
energy pr:.ces have played in determlnlng energy-use intensities for the
maj’or‘ fuels: 011, coal. natural gas, and electrlc:.ty. In order to take
into account the heterogenelty of energy demand. a separate set of
>D1ewert eddetlons .lS estunated for each sector. ’Ihe price effects are
estimat'ed‘ using cross-sectional data across states for 1975. While no
industry was fully adjusted te the increases in fuel pricesA in 1975, the
' energy price differentials between states due to transport costs should
be fully incorporated into the firm's energy idput decisions. Using

this data, the Diewert equation, therefore, estimates the firm's

long-run response to price differentials for alternative fuels. Since

!
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no firm can be expected to make instantaneous adjustments to desired”
energy coeﬁficients as energy prices change through time, an ad:justment;
lag function is also estimated to determine the yearly adjustment
towards desired coefficients. For this function actual coefficients are
gathered from an eight year senes of data and desired coefficients are
calculated from the Diewert cross-section estimations, The resulting

equations produce, for columns of the A matrix, forecasts of fuel I/0

coefficients which are sensitive to energy price changes.

Step 1, thpﬁ. is to estimete the lsng run price effects from
cross-s.ection data; In Step 2 these results are reconciled with time
series' data ie order to calculate the yearly adjustment process toware
desired fuel coefficients. The final step incorperates the projected

fuel coefflcxents 1nto the INFORUM A matrix and tests thelr price

seps:.tlvxty. These steps follow. n

. s Lot T T : .
. s, LT - . - J
- - -

Included with the four fuels in the Dlewert equation are varx.ables

| w’for capltal (K) and labor (L) In a s:un:.lar wcrk by Halvorsen3

in vhlch‘
he estmates pr:l.ce effects on fuels us:.ng U.S. manufacturing ciatsa for
', 1971, t;he.' poss:.bxl:.ty of subst‘xtutlon of emergy for K and L is
neglected. This omission leads to the untenab].e result that an equal
increase in all fuel prices will lead to no Achange in the \dand for
energy‘. Here, K and. L have:been included as aréuments in the estimating

~ equation to take into account energy conservation in the face of rising

energy prices. The following empirical studies reinforce this approach.
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" Berndt and Wood review studies whére attempts have been made to
‘measure capital-energy (K-E) substitutability . Their own study and the
studies by Fuss, Swain and Friede, and Magnus find some evidence of K-E
complementarity. Others by Griffen and Gregory, Pendyck, and Halvorsen
and Ford, note K-E substitution.? As to labor, Fuss also finds some
evideﬁce of enefgy-labor éubétitutability in his work.s-éonsidering
these results, it appears that demands for énergy, capital and labor are

interdependent and so are considered in the estimations here.

As in the Halvorsén work, it is assuﬁed here that changes in the
price of other intermediate goods have no impact on the demand for
enérgy aqd so an intermediate input term is left out of the eéuation.
Fuss aéain provides evidence to substantiate this assumption. He finds
;hat.tgg cross~elasticity betweeﬁ energy and other materialiinputs is
"ﬂot'signifiCantly different from zero. This conclusion is derived using

aggregate manufacturing data for Canada.®

Including capital and labor along with the four fuels in the
" Diewert function produces a demand equation which lists input demands as
"'a function of the ratios of their prices relative to the input prices of

]

" their altermatives. " Q
Data

In order to obtain energy information which is rich in detail both
'in type of user and type of fuel used, cross-section data is used which

varies across states for manufacturing industries in 1975. The use of

ot
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cross-se?fion data 1is advantageoﬁs for a nﬁmber of reasons. First,
since the data covers only a single period in time, it can be assumed
that technological change is held constant and the level of technology
is identical across states. No explicit consideration need be made in
estimatiqn for changing technologf. Second, data acfoss states provides
many observations. The accuracy of estimation is, consequently,
improved. Third, while some energy prices have been controlled, we
should see price_differentials between states which represent
tranéportation and other location séecific cost differences. The
variation in energy prices and quantities consumed across states can be
used to estimate energy price effects through the Diewert equation..

- The use of cfoss-section aata also poses some limitationso Some
state data is misleading. For example, fhe price differential between
éfice.controllea intérsfaﬁé patﬁralfgasvéﬂa uncontrolled inttéstéte
natural gas ptoduées an incorrect picture of>price effects on natural
gas demand where larée«portions of the gas supply is intrastate; the

-.states with large intrastate supplies would show large gas use and high

" prices. The reason for this is that, previous to gas price controls,

- thé i§ca1 avgilability aﬁd abundance~§f fhiS‘energy source wouldAhave‘

—ﬁédeltheSe states attrac?ive for pldntniodétion. Once in place such
plants would have to accébt the relatively higher prices generated in
1975. A second prpblem is that, for many states, specific industrf fuel
use data is unreported-because of government rules covering disclosure
of firm data.’ Another drawback is t@e possible upward bias of price
sensitivity due to locational responses within a diverse industry. The

ilocatiqn of plants which produce highly emergy intensive products within
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an industry will be \sensit.ive to energy price differentials. Such firms
will be located in a state where an energy source is cheap. The less
energy intensive plants will be more ambivalent to high energy prices.
Consequently. the industry will display, across states, a high
sensitivity to energy prices in its energy demands as a result of
product diversity. However, chenging energy prices through time would
not lead to changing product mix for a single plant and, consequently,
responsiveness to energy price changes would be lower. These problems
are dealt w:.th in a number of ways and will be discussed in the

following sections starting with the selection and collection of data.

The Apnual Survey of Mapufacturers. 1975 provides information on

the, quantities consumed and revenues paid for oil, coal, .nat:ural. gass
and electricity as well as man-hours, wages, and the val\ue of industrf
shioments“for 20 two-'digit' SIC:'nannfacturing industries across states in
1975.8 These industries are listed in Table 4.1. The last columns of
Appendix A show the four-cligit classification of the INFORUM sectors
that matc’h these two-d:.git industries. While some data also enists for
a more disaggregated industrial breakdown. disclosure problems prevented
the ava:.lability of a complete set. "For estimation of the Diewert
eqnation.“ the “unit ‘of measurement for the inputs: 1abor.,.oil. coal,
natural ga.s. end- electricity. i.e defined as one 1975 dollar's worth,
calculated at the national average price. Prices for these inpnts are
calculated as the ratio of tlie state price for each industry divided by
the national average price. ' For fuels, the state price is generated by

calculating a ratio of revenues paid, divided by quantities \consnme(l by

each industry in each state; for labor, wages are divided by man-hours.
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Table 4.1

Energy Consuming
Manufacturing Sectors
Standard Industrial Classifications

2-Digit
SIC Code T
20 ‘ Food Products
21 Tobacco Products
22 Texfile Mill Products
' 25 :‘ Appa:el. ther Textiles
24 | Lumber and Wood Products
25 Furniture and Fixtures
26 Paper, Allied Products
27 Printing and Publishing
28 . Chemicals, Allied Products
"29 "‘““ifPetroleum. Coal Products
30 -f' Rubber, Miscellaneous Plastic Products
31 T Leather, Leather Prodﬁcts
32 j:if _;—' Stone, Clay, Glass Products
33 . " ?Vf - Primary Metal Indu;tries
34 '{ - ':' Fabricéted Metal Products
35 A“n;'i h Machinefy. éxcept electrical
36 ‘ .Electric. Elect?bnic Equipment
37 - Transportgtion Equipment
38 o | Instruments, Related Products
39 Toys, Sports, Miéc. Manufacturing
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Designating the above defined input units and nationally indexed prices
by Cis and P:g? respectively, for the i input used by an industry in

state s, the Diewert equation for estimation 1is,

1/2 :
C. P.
i 3 is )
) bij (P ) | (4.1)

i = labor, oil, coal, natural -gas,, electricity
j = capital, labor, oil, coal, natural gas, electricity

s =1, 48

Qs = value of shipments in 1975 for an industry

in state s.

Since no state data was available for capital, no capital equation was

estimated at;d tﬁe prices for capital are assumed to be constant across
states.’ Five equatiomns for .the remaining five inputs are -es.timated
simultaneously for eac%h of the 20 two-digit»manufacturing industries.
It would_appear‘ that there are six coefficients to estimate for each
.inﬁuvt..‘times fj.ve /i_.nputs . _which_eq‘ua‘ljs 30 ‘coefficients f'or each
equation. However, takin—é advantage bf the symmetry property,

= b and stacking the equations for all five inputs in one

ij 7 ji
simultaneous )equation sysi:em, _the number of coefficiénts reduces to 20.
Each off-di#gonal coefficignt, bij’ ;ntérs ﬁvo equations. An example of
. the reduction in coefficients for estimation impliéd by the property of
symmetry can be observéd in the data set;up in Appendix B for a three

input Diewert functiom.

Ia
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If no fuel price could be calculated because data was missing, the -
average price for that fuel in that state is used. Where the amount of
fuel copsuﬁed was non-zero but was not reported because of disclosure
problems, thé observation is dropped; where the fuel use was reported
a8 zero the observation is used. Data on energy, labor, and output are
used for 48 states 6#1;. Texés and Louisiana are dropped because of

non-typical intrastate natural gas pricing and supply.

An #djustment was made to the data in order to correct for
estimation problems associated with heteroscedastic error terms where:
fuel coefficients are estimated simultaneously wicﬁ labor coefficients.
Since the labor input into production is often on the §rder of ten times
larger than the fuel inputs, the error terms of the labor observations
around the regression fit are significantly larger than the rest of the
-daﬁél Cdﬁsequénﬁiy. too much weight ié given to minimizinghthe'siée of
the labor residual error to the detriment of the estimation of the fuel
use coefficients. More formally stated, the variance of the disturbance
term is not comstant for all observations. This‘nonconstancy produces
. results which aré unbiased but not efficient. To improve efficiency, a

.o * o w s s ' . . .
, “@elghted least squares heteroscedasticity correction technique is
~applied to the data.? For this process, it is assumed that the variance
of the error term, e g0 for state s and input i, is constant and equal

to CT§>for'each i. Also, it is assumed that across inmputs i,
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o; =(c. / Q ) ¢ k . (4.2)
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where the first term on the right hand side is the square of the average

input cost per dollar of output across states for each i, and k is a
constant across all inputs. This condition implies that the variance of
the disturbance term is proportional to the squared value of the average
of the dependent variable of equation (4.1) for each input.
Consequentiy, dividing both the dependent and independent observationms

of the Diewert equation by this average for each input produces an error

term, eis/(cis/Qs)’ whose variance,

* a' = k (4.3)

which is constant across all observations. For these transformed
observations, then, all disturbance terms have an equal weight in
estimation.

¢

Results

The results of the Diewert equations appear in Appendix C. Table
4.2 presents an example of these results for a fairly typical energy
user, the paper industry. Here the top panel shows the actual
regression coefficients and the second panel shows the implied
elasticities at the national average price and use levels. Each row

represents an equation of the form (4.1) with the dependent variable
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Table 4.2

Energy
Diewert Estimations

28 PAPER. ALLIED PRODUCTS DIENERT COEFS(MULTIPLIED BY 1000)

1 2 3 4 S e
CAPITAL LABOR gIL COAL N CGAS ELEC

2 LABOR ! 143.2 =-101.3 .0 0 24,7 53.3 1
3 0IL ! 108.5 .0 -112.3 9.1 O 12,2
4 COAL ! .0 .0 8.1 -3.2 .0 .0 !
5 N GAS ! 0 24,7 .0 0 -18.1 .0 !
§ ELEC ! -31.8 53.3 12.2 .0 0 -17.7 1
26 PAPER, ALLIED PRODUCTS PRICE ELASTICITIES
capitaL LaBor  coiL coaL N Bas EEEC
2 LABOR ! £ -9 .0 .0 .1 2!
3 0IL ! 2.0 0 -2.4 .2 .0 21
4 coAL ! .0 .0 .7 -.7 .0 .0 !
'S NGAS ! .0 1.5 0 .0 -1.5 01
€ ELEC ! -.8 1.5 .3 .0 .0 -.9 !
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names listed down the left hand column and the names of the various
input prices along the top. Due to a limited number of producing states
and a substantial number of disclosure probiems. too few observations

existed to permit the estimation of Sector 21: Tobacco Products, 29:

Petroleum and Coal Products, and 31: Leather and Leather Products. For
the sevenreen remaining sectors, the Diewert equations show all
own-price elasticities to be negative or zero and all cross elasticities
to be positive except for the cross-partial between capital and
electricity., The negarlve own elast1c1t1es indicate that normal cost
minimizing demand curves, which are downward sloping, exist for all
inputs and the positive cross elasticities indicate that substitution
occurs between alternative fuels. Indeed, the only place where
complementarity might exist is between capital and electricity where
'cheaperveiectricity may cause more capital equipment such as air.
Aclonditiederrsl. 4't'o be purchased. These rﬂe.s'ullte,v which conform to ec.ono;ricl

theory, were derived by a constrained quadratic estimation techmnique

which permitted no wrong eigns on the cross partials.' Where
' substi.tdtion was. assumed‘t:‘o exd’.sc. the- off diagonal b's were permitted
. N
to be only greater than or equal to zero. Without this constraint the
. data wculd have produced many wrong signs. At least one out of theA
f:.fteen cross partxals for each equat:.on turned out negative when using
an OLS regressicn technique. | While‘ firms may be attempring to minimize
costs. at anj point in time, acress states, not all industries may be at
their desired xfuel use levels. This may result in some cross
elas{:icities taking on'the wrong sign. While own-price elasticities

were permitted to be zero, only eleven zeros turned up out of ninety

, coefficients. Here t statistics were omitted “since they are not
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applicable to constrained regression estimation.

In a few instances, own-price elasticities appeareo to be
unreasonably large and were adjusted down. This adjustment occured in
two cases out of ninety. Fot example, Table 4.2 shows an oil
oon-elasticity of -2.4 for 26: Paper and Allied Products, but this is
an adjusted value. The original value was -6.5, which seemed clearly
excessive. As was pointed out earlier,such very high elasticities most
probably stem from diversity within the industry. The Survey of
Manufacturing data shows that the more energy intemsive plants within
this sector, such as Papermills, tend to locate in energy cheap states,
while less intensive plants, such as those making mlscellaneous
converted paper products, appear to be less -influenced by energy‘ costs
in their location decisions. For example,the ratio of state wide energy
consomptioh’h&>papec pfooucté plahte to energy consumption by papermills_
(measured in killowett-hour equivalents) is significantly higher in
energy-expehs1ve states than in energy-cheap states. This ratio is 16
‘percent for Connectlcut. 32 percent for Vermont. 31 percent for New
Jersey. and 5.9 percent for New Hampshlre. These states represent the
“4top four in energy-expen31veness that produce both products. The four
ﬁ:energy cheapest states that produce both products are Louisiana, Texas.<
North Carolina and Arkansas with energy consumption ratios of paper
products piants to papermills of 1 percent. 9 percent, four percent, and
’2 percentArespectively.lo Such industry diveteitication as 1s evidenced
here, consequehtly, shows up as a huge price elasticity in our equation.
Qlearlj this elasticity cannot be used es a guidevto show how fuel

inputsvwouldvchange‘if prices change. The fact that we arexdealing here

R
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with a spurious elasticity is further indicated by the fact that the
principle substitute for oil appearsvto be not some other energy source,
but capital. Since there is no capital equation, the capital
coefficient appears only as a term in the other equations. The
regression does not get the usual two shots ét estimating the
coefficient as is tfue for the other coefficients. The own-price
elasticity for oil is made more reasonable by limiting the cross
elasticity with respect to capial to no greater than 2.0. Because the
elasticities must sum to zero across any row, the neg#tive own price
' elgsticity was rgised by the amount that the positive cross elasticity
~had to be reduced to bring it down to 2.0. In the case of oil use by
paper firms, the own-price elasticity came down to -2.4. In total, only
two of the ninetéen oil deménd ;ﬁuations had to be adjusted. The othef

sector besides paper was 24: Lumber and Wood Products.
Comparison With Unconstrained Estimates

. How reasoé;blé are éﬁé price elasticity estimates? Here,
coefficients have been guided b& a firm hand to fall within bounds of
] ?rice effect eipeéfafions derived from economic theory and commén Sense.
ADo these ré#ults ﬁave énything t; offér‘aver standard OLS regression
estimates for fofecasting purpdses? ‘Applying an unconstrained OLS
regression téchuique té equation‘(A.l) produces alternmative coefficient
estimates which can be used for fqrecasting. For ﬁurposes of
comparison, forecasts of two energy price scenarios are generated using
- the iNFORUH “price” model and fed into the constrained quadratic and OLS

price coefficient estimates. The first scenario, called “base, has the

i
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price of domestic crude oil increasing at the rate of the wholesale
price index from 1978 to 1985. An alternative “deregulation” scenario
increases the prices of domestic crude to approrimately the.price of
foreign crude by 1985. Also the price of natural gas>is allowed to
increase at the same rate as tne price of fuel oil in order to simulate
natural gas supply restrictions. The differences in o0il prices between

the two are:

Crude 0il Price

(dollars per barrel)

| 1978 ~ 1980 1985
. Base-Domestic 9.2  12.29  19.21

| Deregulation-Domestic 9.12  14.34  23.63!!
Foreign-both scenarios 15.39 18.00 24,26

,The deregulated crude oil price pushes up the price of coal and
:ﬂ?electr1c1ty by approxxmately one percent and the pr1ce of fuel oil by
' six percent over the base scenario by 1985. The natural gas pr1ce,15

-

made to follow the fuel oil incresse.

~,

4

Table 4.3 presents for each estimation technlque. designated Quad"
- and "OLS,” a comparison of the desired fuel coefficients generated from
the two price scenarios. Listed are the forecasted 1985 fuel

coefficients as defined in the equationm (4.1) for both the base and
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deregulation scenarios. In each column are the coefficients for oil..
coal, natural gas, electricity and lastly total fuel demand for each of
the seventeen two-digit industry categories. The third column under
each estimation technique shows the percentage change in the coefficient

resulting from the higher fuel prices.

Results show the folltwing:
1. The increase in the price of fuel oil, which is as large or
N ’ latger thtn the other eﬁergf pPrice increases, leadt to an‘
increase iq the use of o1l under OLS fot eight of the seven-
teen forecasted o0il coefficients. Quad shows all oil coef-
ficients decreasing as a result of the o0il price increase.
2. Looking at total enérgy consumption, the increase in energy
prites caused the total energy coefficients to increase
‘rﬂ.under oLS fof'eight out of the seventeen sectors. All‘
V"Quad total energy coefficients decreased or stayed constant
vas a resuit of higher prices. - »1 ’
We see here then, that for many sectors, OLS leads to untenable results
vhere firms increase the use of 0il as oil becomes relatlvely more
tétpen51ve.;and increase the use‘of energy in general as hxgher crude
pr1ces~ié§a to a hxgher aggreg#te energy pr1ce. On the other hand. Quad
holds forecasts within the bounds of economic theory by permitting only

dovnward sloping oil demand curves and total energy conservation in the

face of higher crude oil prices.



Table 4.3

FUEL COEFFICIENT FORECAST - 1983

guaD oLs
BASE  DERES ¥ CHG BASE  DEREG X CHG

20 FODD PRODUCTS

oIL 00325 .00302 7.0 00302 .00283 -S.;
COAL .00058 .00056 -.4 .00078 .00077 1.
N GAS .00179 .00184 3.0 00179 .00182 2.0
ELEC .00487 .00501 2.8 .00417 .00432 3.5
TOTAL »01047 .01043 = -.4 00873 .00874 .1
22 TEXTILE MIL DUCTS
L 8§E 00753 .00733 -2.7 .00988 .00891 o3
COAL .00088 .00088 0 00039 .ooggg -3.8
N GAS .00222 .00238 7.1 .00254 .00 - 8.7
ELEC =.00078 -,00088 -24.0 .01482 .01484 .8
TOTAL .00883 .00858 -2.4 02783 .02801 1.4
23 APPAREL ,OTH TEXTILES
gIL .00046 .00045 -1.3 -.000682 -.00083 ~-1.8
COAL .00001 .0000% 0 00000 .00000 .0
N GAS 00053 .000353 8 00053 .00053 1.7
: 00628 .00829 -0 . 00508 .00482 -3.5
: TOTAL .00729 .00728 -.d .0050C .00482 -3.7
. 24 LUMBER AND WOQD PRODUC »
BIL ?30342 00282 -17.7 =-.00072 -.00238 -230.2
COoAL «00005 .00005 4.2 .00005 .00008 40.0
N GAS 00085 .00070 -18.0 .00008 -.00009 -214.8
ELEC .04942 .04933 -.2 00552 .00474 -14.1
TOTAL 05374 .05288 -1.8 .00484 .00234 -52.8
25 FURNITURE AND FIXTURES
0IL .00176 .00iE8 -6.2 .00187 .00188 .4
COAL 00018 .00018 £ .00008 .00010C S9.4
N GAS 00111 .00112 ) 00174 .00181 4.1
ELEC 00806 .00813 .8 00345 .00564 3.3
TOTAL 01111 .01108 =3 00812 .00843 3.4

01132 .00082 -92
.01104 .01172 8
01073 .01037 -3
02113 .02127

05424 .04417 -18

28 PAPER. ALLIEDO?ﬁUDUCTS

COAL 00578 .C0E02
N GAS -00848 .00ECO
ELEC 02217 .02242
- T e TOTAL .05101 .04729
- 27 PRINTING AND PUBLISHING
oIL 00076 .00074 -2

CoAL .00027 .00022 -1?

Y [l -
e o o » @
We= U
s ® 0 9
UL oD

.00087

00500 .00484 -1
00110 .00113 2
00528 .00827 -
01226 .01238 -

" o ® 0 @
0~
e o &6 0
O N0+

ELEC .
TOTAL 00742 .0073E

28 CHEMI ' 2
CALS ALLB%E PROD .01010 .00713 =29,

COAL .00580 .00580 =
N CGAS 00811 .00735 -8.
ELEC 01570 .01E10 2.
TOTAL .03882 .03847 -8.

20 RUBBER MISC PLASTIC PROD

. OIL .00470 .0043f -8

~ COAL 000350 .00048 -

N GAS .00202
ELEC 02508 .02530

TOTAL .03228 .03208 -

.00864 .00684 -29.
01071 .01104 3.
.0082f .00831 -8,
02185 .02228 i.
05151 .04847 5.

s
W D»s ba

. 00475 . 00 438 -9 s 0
.00168 - .00187 .4
00241 .00237 -i.4
.01281 .01303 1.7
02163 .02144 -.9
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Table 4.3 (continued) -

FUEL COEFFICIENT FORECAST - 1885

GUAD gLs
BACE DEREG X CHG BASE DEREG X CHG

32 STONE.CLAY,GLASS PROD
gIL 01385 .01153 -16.8 012687 .01038 -18.
CoAL 01877 .01£97 1.0 01732 .01757 1.
N CGAS .02080 .018980 -4.8 02245 .02136 -4.
.2 L]
S 3.

ELEC 02152 .02188 2 .01828 .01867 2
TOTAL .07494 07228 -3 07073 .08728 -

32 PRIMARY HETALD§EDUSTRIES

e OO

.00882 .00788 -1C.E .00879 .00947 -3.2
CoAL 00158 .00158B =.d .004683 .004€ES -1
N GAS 00812 .00808 -.4 .00811 .00818 1.0
ELEC .02579 .0Z5E2 =7 02112 .02075 -1.8
TOTAL .04443 .04328 " -2.8 . 204368 .04207 -1.4
34 FABRICATED METAL PRODS ‘
D?t .001E€7 .00164 -2.0 «00202 .00207 2.6
COAL .00008 .00008 .0 .00023 .00022 -3.0
N GAS .00187 .00197 o3 00268 .002E8 =e3
ELEC 00722 .00734 2 .00748 .00774 3.4
. TOTAL 01105 .01104 =.1 .01242 .01272 2.3
35 MACHINERY ENCEPT ELEC '
oIL 00180 .00175 -2.8 00117 .00122 4.8
COAL -00018 .0C01E 0 - 00043 .00C41 -4.0.
N GAS 00028 .00035 -2.5 T .00138 00138 .
ELEC 02323 .02321 " -1 © T.00575 .00382 1.2
o TOTAL 202554 .02547 -3, .00872,'.90383H 1.2
36 ELECTRIC,ELECTRONIC EG ' L
gIL .00111 .00100 -10.2 00128 .00131 3.8
CoAL .00008 .00008 .0 00023 .00032 -1i.5
N GAS .00140 .00138 -.9 .00134 .0013E .9
ELEC .00828 .00848 1.2 00877 .008BE - 1.7
TOTAL 01088 .01085 -.2 .00870 -.00887 1.7

37 TRANSPGRTATIB%IEGUIPMEHT

00150 .00147 -1.€ 00188 .00202 18.8
COAL .00018 .00018 .0 00044 .00050 14.2
N GAS 00102 .00088 -3.3 .00105 .00104 =.7
ELEC .00E01 .00E03 3 .00482 ,004835 -é;g

S ToTAL 00872 .00B€8  -.4 .00810 .00842
| 28 INSTRUMENTS,RELATED PROD ’

00085 .00082 -~¢ 00123 .00127

3.5 2.8
COAL ~-.00000 -.00000 .0 =-.000€8 ~.00070 -2.2
N GAS .00CEE  .00CEE 1.8 00082 .00087 €.3
ELEC 00874 .00EB2 1.2 00512 00526 2.5
TOTAL .00835 .00EC! -.4 .00848 .00E70 3.2

38 TOYS,SPORTS,MISC MAMUF
gIL .00148 .00118 -2t

COAL 00004 .00005 4
N GAS 00121 .00121 -
ELEC 00725 .00740 2
TOTAL .00388 - .00881 -1

7 00286 .00284 -4.1
oo .00C08 .C0008 0
2 00200 .00187 -i.4
ol 00538 .00550 2.0
o7 .01044 ,010389 -.4

53



While we cannot expect a firm to be fully adjusted to energy price

changes in 1975, fuel price g;ﬁjg;gnglglg between states due to

transport costs should be fully rncorporated into the firm's production
function. Consequently, the price effect estimations from the
cross-section data indicate desifed longrun adjustments to energy price
changes. In order to forecast fuel coefficients through time, however,
it is necessary to know the fearly adjustmeﬁt in fuel coefficients
toward their desired levele. To this end, a time series of fuel
coefficient observations was combined with a time series of “desired”
fuel coefficients generated from the cross-section estimatee above ie
»ofde: te esfimate the change in fuel coefficients through.fime.

- Data Setupl

" The time series of actual data on two-digit manufacturing fuel use
for the four fuels was gathered from the Census of Manufactures and
: §g;1_x_gj_ﬁ§guﬁag;nzga for the years 1954. 1958. 1962. 1967 1971. 1974.

"1975. and 1976 12 From this serxes a constant dollar measure of fuel use

| forqeach fuel type and sector‘was calcelated. D1v1d1ng-thls by INFORUHV
‘ cohstanf deller output for eacﬁ sector produced a constant dollar time
series of fﬁei I/0 coefficients, Ct’ for the eight time periods, t.
Seperately. inde;ing energy priees to equa} one in 1975 and feeding a
" time series of these numbers into the cross section'Qqad-estimeted

demand functions produced a time series of “desired” fuel coefficienmts

for the corresponding years. Denoting the desired coefficients as q:.
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we assume that the actual coefficient is,

c, = (1-A) 2 2 c:_i 0<)<1 (4.4)

where ), is estimated by regression analysis.

Whilé‘ it would seem that eight data points would be sufficient to
estim;ate/\. in practice it was not. Other factors entered into fuel
consumption decisions over the history period. 1In particular, between
1954 and 1967, oil and coal inputs into most industries were both
“falling sharply without much change in prices. Here it appears that
firms were simply becoming more efficient in energy use. After 1967,
coal inputs continued to drop, but o0il consumption per unit of output
began to rise rapidly. Likewise, natural gas coefficients rose between
1967 and 1971 in nearly every two-digit manufacturing industry. Here it
appears that pollution control replaced economy as the dominant motive.

A look at govermment policy during the period illuminates this impetus.

Between 1961 and 1965 the number of state, local, and regional air
pollution agencies went from 44 to 93. By 1969 that number had more
than doubled again, to 191. In 1961 the Federal government supplied no

funds to these agencies. The total funding from other sources was $9

‘million. -By 1969, non-federal sources supplied $30 million; the

Federal govermment, $21 million for a total of $51 million. State laws

and regulations multiplied during this period as well. Before 1965,
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thirteen states had air standards laws; by 1968 that number was up to
46,13 Clearly government forces were in motion to persuade firms to

consider cleaner fuels such as oil and natural gas.

Between 1971 and 1976. while 0il use continued to rise, a
regulat:.on-:.nduced natural gas shortage developed. Limited supplies of
natural gas were distributed among competing users through a national
gas curtailment system under the authdrity of the Federal Power

Commission. This system was established as early as 1969 and was in

full force by 197114,

To account for these developments, two trend variables have been

introduced. One runs from 1954 onwards to account for increased energy

' efficiency in general. The other starts inm 1967 to account for’

"envn:onmental con31deratlons.‘ As well, to handle the natural ga's”

‘ shortage. a shadow price for natural gas was introduced after 1971 which

" rises approximately at the rate of oil prlces, its closest substitute.

V;‘Ihe assumption here is that ease of subst1tut10n between these close
alternative fuels would have held their relative prices approximately
lconstant had the equlllbratmg mechanl.sm of the market been allowed to
~ .work. W:I.th the Lntroductlon of the trends. the values of }\ along w1th7
- our' two new variables become rather difficult to estimate from eight
‘data points. However, taking advantage of the fact that A, the
adjustment factor between actual and desired coefficients, is related
for all fuels used by an‘industry as fuels are substituted for each
other it is assumed here that )\ for each fuel is the same.} The data can

then be grouped across fuels to estimate a s:i.ngle}\ for each industry.
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The equation for estimation is,

- [ =) Z‘, Aol 1 = bge t by T by (-1 (405)

where f and t are indices representing the four fuels and the eight data
points, respectively.
T = (Y-1953), a time trend starting with 1 in the first year
of the data 1954. Y is the year of the data; 1954, 1958,

1962, 1967, 1971, 1974, 1975, and 1976.

(t-13)* = {

T-13 when this is positive

0 when T-13 is non-positive.

The regression matrix has a total of 12 parameters for estimation and
4 x 8 = 32 data points. Equation (4.5) was estimated for different
values of‘A.between zero and .95 until the A.value was found that

minimized the sum of squared errors.

Table 4.4 represents the results of this estimation. The “best
fit” Ajs are listed in the first column and measures of the coefficients
associated with the constant term, the comnservation trend, and the
pollution trend for each fuel follow. The trend terms presented here
are detined as the b's estimated in equation (4.5), divided b& the
average 1I/0 coefficient for eaéh fuel. Presented in this way, the terms

indicate approximately the percentage change in fuel use per dollar of
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Adjustment Estimations From Time Series

Table 4.4

58

: OIL COM NGAS ELEC OfL COM NGAS ELEC  OML COAL NGAS  ELEC
SECTOR LAEDA CON(T) CON(Z) CON(3) COM(®) TI1)  T(Z} T3 T(6 T-13(1) T-13(2) T-13D T-13(6) RsE
20 FOOD PRODUCTS
COFF .35 ,22¢ 1,928 158 -.022 -.074 128 012 027 .08 070 -, -.001
T is 8% {72 .® s Se .8 s 3 1.4 40 .08 .36
2 TEXTILE HILL PO 35 .8 2579 -1 9 g -1 029 .10 .12 -.080 .030
T * 7.3 xi?a é?ﬁ 19.% 5?’! é.g &?g §6 82 278 148 i7m ..
23 APPAREL,OTH TEXTILES ‘
20 -0 .00 1,653 -1.465 089 .22t .120 .0M 175 -.570 -.81 .078
R o WEE BB S F R s E 8.
2¢ LIDSER AND MOGD PRODUCTS
COEF .85 -1.563 2.888 -2,883 -5.395 -.073 -.I78 7% -.013 .72 .60 -.013 .18
T 831 M 1283 7.8 37 .09 2@ 1.8 43 . 28 643 @
25 FURNITLRE AND FIXTLRES
COEF .80 -.150 2.79 -.§11 -.472 -.081 -.158 ~-.009 023 .225 .08 138 ~-.002
T J 8% 13 83 i L9 Tz .8 e {8 im0 .
26 PAPER, ALLIED PRODUCTS ‘
COEF .95 -1.73¢ 1379 -, 431 -0 -.048  .038 019 .13 -.023 -.071 -.008
T A 12 @2 L3 33 38 222 1L;Bo1n e 2.4 S .
27 PRINTING AND PUBLISHING ‘
J0 1 000 <2, -.008 =019 .000 .037 .007 .002 .000 .000  .000
N s e B B - B 0 08 dm T2 oo e ot .
29 CHEWICALS,ALLIED PROD )
‘ COEF .55 -3.2%3 1703 .02 .98 -.IS¢ -.099 -.004 -.031 310 .038 -.001 .013
, T i3 746 3¢ 108 33\ 3% . Je I W . B .9
30 RUBBER NISC PLASTIC PROD - , )
: coeF . 058 2.507 -4%0 -5 -.0M -.% .02 010 L1209 .07 -.020 ,OU
{ &2 e ;7 use o 4m e i1 3.5 3.9 218 L@ 177 .8
32 STONE,CLAY,GLASS PROD
COEF .95 {881 .92 -,193 -.068 -.085 ~-.100 008 024 .18 .085 .08 ~-.012
T 1328 w602 . 8.8 1.7 151 308 £5 &2 39 B .9
33 PRIMRY METAL INDUSTRIES .
) CoeF 5 .82 1,287 .28 -.580 -.087 -.026 L015 .014 101 088 -080 028
T W22 7.00 438 1380 8.27 1.2 245 2.98 L4 140 .87 2 .9
34 FABRICATED METAL PRODS
, CO6F .85 1.293 2,38 470 -.281 -.081 -.128 .020 027 .090 .78 .023 020
) T 08 682 151 S8 404 235 (.59 S8 217 .67 i1 .88 .
35 MACHINERY EXCEPT ELEC ‘
. ) . CRF .00 .788 2.3 .023 -3.%8f - 082 -,132 .01 ,042 047 080 .03  .0f2
B 200 3.5¢ .07 3445 {4 {3 .3 39 @ 60 .52 .5 o8
36 ELECTRIC.ELECTRONIC £8 '
[0FF .5 420 2,825 -3¢ - NS -.103 -.182 -.004 079 .20 B8 .058 ~.1f1
T 68 285 ‘.58 6.8 1.7 8 ‘8 S i@ ;5 5 .4 .3
37 TRANSPORTATION EOUIPYENT
: CoeF . 280 1.8 -378 -,157 -.0% -075 02 .02 055 .007 -.014 -.022
T .18 11.85 233 3. 247 428 124 &% 118 .48 .33 2.40 .
38 INSTRUMENTS, RELATED PROD
COF .50 .28¢ .000 -2.184 ~-.020 .002 .000 314 .007 112 000 000 000
T &0 00 3.8 (S8 .0 .8 228 212 .00 .26 1.2 .93
39 TOYS,SPOATS,NISC NAMKF ‘
COEF .40 1,33¢ 3.208 .310 .288 -.1%7 -.215 .031 .06 .27 .97 -.A15 -.1S6
T o 21“ 1-“ -‘2 ‘o” nos -u .30 208‘ 1.51 .3, .‘9 .22 .90



output. In the last column. ‘under RSQ is the coefficient of
determination, R2Z, for the explanatory power of the whole equation

including C*.

The results of the value of )\ show the large energy users such as
paper, chemicals, primary metals, transportation equipment, stone,
glass, lumber, textile mills, and food products, to be slow in adapting

to energy price changes. The }\for these industries are"equal to .95,

‘the slowest adjustment value allowed. We see faster adjustments for

less energy intensive industries such as apparel, furniture, printing,
fabricated metals, machinery, electronics, instruments, and

miscellaneous manufacturing.

A Lookiné at the measures for the bl coefficients Qe see that the oil
and coal‘terma‘aﬁoc.a‘trend towards energy‘conservation. (bl less than
zero). for practically all industries between 1954 and 1967. The
coefficients for the pollutlon control trend. (b +b ), show that after

1967 the downward trend in 011 use reverses for most 1ndustr1es and is

' _rendered negllglble for the rest.. These trend terms also show coal use

contlnulng to drop durlng the latter perlod. Electrlclty use over the

} whole perlod follows-a slow cllmb in most sectors. The fits for these

equatlons produce Rz's that are .90 or above for all of them. The
estimated parameters are used to forecast changing energy I/0
coefficients. Future coefficients are calculated by adding forecasted

fuel prices to the estlmated Diewert equatlon (4.1) and putting the

resulting c* along with trends into equatlon (4.5).



To measure the sensitiv.ity of these equations to- changing fuel
prices the two oil price scenario ferecasts used in the previous sector
were applied. Table 4.5 shows the forecasted fuel I/0 coefficients in
1985 for both the base and deregulation price runs described abeve.
This table is similar to Table 4.3 in that the percentage change in the
coefficients resullting fl;:qm domestic 0il price deregulation is shown in
column three. These tables differ, however, in that the earlier ome
shows desired fuel coefficients resulting only from price effects. On
the other haed, Table 4.5 forecases actual fuel 1/0 eoefficients where
acceunt is taken of existing trends in fuel use as well as the yearly
adjustment of fuel use to desired levels as the result of changing fuel

. N
prices. ‘Here, once again, we see that the increase in oil prices leads
to either constant oil use (one seetor) or decreas‘ing 0il use (remaining
sixteen- s‘ect.:ors). Also. the increase in energy prlces in general leads

o

- to: energy conservatlon as ev1denced by the decreasxng total energy

coeffxcxents for all sectors.

s 3 - ! ] - - ! ! l [ .

'].'he foreeaste«e ‘fixei ’:'eeefficients Ln, Table 4.'5; are’ added. to th"e‘_
" INFORUM model by adjnstlng. f:'o the above' growth‘ rates, lthenI/VO
coeff1c1ents for all INFORUM manufactunng sectors that fall under the
seventeen two-digit SIC categories. The I/0 coefficients are adjusted‘
in the oil, coal, natural gas. and electr1c1ty rows of the A matrix. 1In

all. 130 INFORUM sectors are made sensxuve to changing energy pr:.ces.
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Table 4.5

FUEL CUEFFICIEHT FDR‘CAST - 1985

PRICE AND TRENDS

REEX]
WNOWO

e s &0 8-
NOOIera

BASE DEREG X CHG
20 FODD PRODUCTS :
o ' , gIL 00198 .00188 -4.4
e COAL «00000 .CC000 .0
N GAS .00378 .00382 7
ELEC 00810 . isS 8
TOTAL .01387 . es -4
22 TEXTILE MILL PRODUCTS
. . OIL 00536 .00S28 -1.8
' - COAL 0005 .00005 .0
-N BAS 00236 .00244 ~ 3.5
ELEC ~  .01084 .01078 -.8
. ) . K . . TOTAL "« 01880 .01883 C =ef
23 APPAREL,OTH TEXTILES ' S - -
E oI .00045 .00045 -1.5 -
' COAL " «00000 .C0000 )
N GAS 00048 .00041 iy
ELEC 00868 .00668 - -.90
TOTAL 00758 .007355 -.1
24 LUHQER AND HUUD PRUDUCTS ' ' -
IL .00118 .00088 -17.8
COAL «00018 .00015 -
N GA «.00158 .0C138% -2.1
LEC «01508 013023 -2
T TR T TOTAL  .01798 .01772 -1.5
-0 28 FURNITURE AND FIXTURES - C T '
e . - - , gIL 00213 .00201 5.7
" e 0T COAL 00000 .00C00 .0
N GAS 00272 .00274 .8
ELEC 00847 0854 o7
S B TATAL «01433 .01430 -2
. 26 PAPER, ALLIED PRODUCTS '
T el s A 01413 .01286 -8
! .00068 ,00C078 13
00742 .00728 -1
«03148 .03127
L c T L «05343 .05218 -2
oL 27 PRIHTINB AND PUBLISHING o N E
R - gIL © 200088 ,00057 -3
P ~“ijwy ‘COAL «00023 .00017 =27
7 N GAS . .00126 .00128 1
- ELEC " .0088%F .0088% -
oot TS TOTAL  .01088 .01082 -
- 28 CHEMICALS,ALLIED PROD '
. B T T PR _DIL «00000 00000 20
LT e s .CUQL 00000 .00000 0
- N GAS .01388 .01347 -{.3
- ELEC - .02450 .02464 .
S : - -~ TOTAL - .03817 .03811 -2
"30 RUBBER HISC PLASTIC FRUD
: OIL 00384 .00350 -3.9
coaL «00000 .000C0 .
N GAS «0028 «00287 -2
LEC «02271 .02278 .
TOTAL 291



" Table 4.5

FUEL CUEFFICIENT FORECAST - 1885 -

32 STONE,CLAY,GLASS PROD
33 PRIMARY METAL INDUSTRIES

3¢ FABRICATED METAL PRODS
I COAL
N GAS

ELEC
TOTAL

(O]
(4]

MACHINERY EXCEPT ELEC

36 ELECTRIC.ELECTROMIC EQ

- 28 TOYE,SPORTS,MIEC HQNUF

. 62

PRICE AND TRENDS

% CHE

BASE DEREE

00073 .00000 -100.0
00281 ,00285 i.
01151 .01125 -2.23
.03021 .03037 .
04528 .04447 ~-1.8
006834 .006801 -3.1
.00000 .00000 ..

01227 .01227 e

: .03557 T 03561 Rt
«05427 ,035388 -
00175 .00172 -1.8
«00000 .00000 0
00517 .005i8 = .3
.01438 .01438 - 0
02130 .02128 -0
00001 .00001 «0
.00882 .00861 -2
01337 .01330 -8
«00107 .00085 -11
«00017 .00017

000219 00218 -
00738 07E9 1
,.01101 .oxoss -
00000 .00000 0
00147 ,00147 -3

- +00868 .00EE8 'S
.00888 .00887 -.1
00220 .00206 -6
.00000 .C0000
.00142- .00144 1
.00878 .006897 ~
«01041 ,01037 -
00238 .00204 -~-14.3
«00000 .00000 .
00000  ,00000 .
00013 .00028 118.1%
00251 .00233 -7.2



How is total emergy use affected by the addition of energy price
sensitivity to the manufacturing sectors? To answer this que'stion the
INFORUM model was run with and without the price adjusted fuel I/0

coefflclents for both the base and the deregulated oil price scenarios.

The difference in fuel demand from these two runs indicates the extent
of the impact of the estimated Diewert equations on energy use by the

economy.

Domes‘tic”crud‘e- oii nrice deregulation. as ebserved' before, rai‘ses
the price of coal and electricity by approximately- one percent and the
price of fuel o0il by six percent over the base scenario by 1985. Again.
the natural gas price was made to riae to follow ‘t’he fuel oil increase.
Where the INFORUM model was run with the deregulated or high oil price
‘scenar:.o and no fuel coefflcxent adJustment was made. the result:.ng*
Mnnpact‘on energy uae would be solely the result of changes in consumer”
. purchases through the INFORUM Personal Consumption Expenditure
equations. Adding che Diewert price adjusted energy coeffici‘ents for

" the manufacturing sectors produces an impact onm total fuel use over and

above consumer reSponses. To clearly differentiate these impacts. three

' ‘;':,.forecasts were rum: ‘a base oil pnce run (BASE). a high 0il pnce run

“:iwa.th only personal consumpt:.on responses (ALTPCE)- and a hlgh oil przce
run wx.th both consumpt.xon responses and a changed A matrix, adJusted by
the Diewert equatxons for energy use in manufacturing (I}LTDIEWERT), The
difference between BASE and ALTDIEWERT shews the cotal impact of botn

PCE and manufacturing demand changes for ‘energj and is called AlLL. The'

‘ d].fferences between ALTPCE and AL'I'DIEWERT demonstrates the impact on

total energy use result:.ng solely from changes in demand by the
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manufacturing sectors and is called MFG. Table 4.6 lists the results of
these comparisons. The four columns show the absolute difference and
,percentége difference in fuel demand (measured in 1976 dollars) from the
baseline for ALL and MFG in 1985.

By 1985 w; sée that total oil usé decreas‘ed by $247 million as a
result of higher oil prices. This represented approximately a one
percent decreas_e in total oil use. Of this, $39 million, or .17 percent
of total oil use was the reéult of sﬁbstitution away from fuel oil by
the manufact;u'ing sectors. Natural gas demand by manufacturing was down
but by less =-- only .06 percenf. -- due to the higher gas prices which
were linked to the higher oil prices. Of the total natural gas drop of
$387 ml:.llion. $38 million came from a dectAease in manufacturing demand.
Coal use ‘by ALL was down $23 million which represented a decrease of
co‘nly.‘" .12- 5ercén£ \\ofﬁt::;:al .co;all uiseﬂ as thé r‘e's‘ult of -’incre-a.sed energy
prices. Thié drop would ﬁave been greate:.had manufacturing demand not
led to an increase of $9 nﬁ.llion. " Coal became more attr(ac.tive to
manufacturers as its price became relatively cheaper. Electficity also
showed increased manufactéuring sector demands as it became a relatively
;:h‘;eape; eﬁe,?g} inpuj‘:,..“ Ihe tbt'al'vdrop_ of $90 million worth of
elev;:tric‘ity ;:ons;.xmption,. would h‘ave‘be‘en' $149ﬂ‘ million lower ﬁad,"‘
manufacturing not increased demand by $59 million. The result is that
total elec‘tri-cit':y decreased énly .1 percent as the result of higher
energy prices.: Looking at the net result across all fuels, total‘ene'rgy
use decreased by $747 million, only $9 million of which was caused ‘by

energy conservation in manufacturing. However, manufacturing energy

substitution led to significant movements away from the consumption of

¢
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Table 4.6

Energy Demand in 1985: Difference from Baseline
(measured in 1976 dollars)

ALL MFG
]{111 - § 2 lx-]] - § E
0il -247 -1.05 -39 -.17
Natural Gas -387 -.66 -38 ’ -.06
Electricity  -90 -.10 | +59  +.07
Net =747 -9
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e o _ _ ‘
scarce fossil fuels such as oil and natural gas as the result of

relatively higher prices. O0il and natural gas use by manufacturing

decreased by $77 million by 1985.




CHAPTER V

I/0 Coefficients for Transportation Services

The demand for freight hau]:ing by industry is a derived demand
stemming from the requirements for shipping industrial outputs. As
such, the demand for transportation services need not be distinguished
from the demand for other inputs into industry production. Using the
production function theory outlined in Chapter III, we can hypothesize
that for each dollar of output there is at any time a demand for a given
level of transport services just as there is a fixed demand for other
inputs. This input-output relationship between tramnsport services and
industry!gutput can b§ regardec} as an I/0 coefficient in the A matrix,
Since for many industries the modal choice decision for shipping output
is affected by the cosi:s of transportation, it is important to sée how
~changing prices of alternative modes affect modal choice and ultimately
the I/0 coefficients in the transportation rows of the matrix. If it is
assumed that fxrms are mot:.vated to minimize the costs of production, it
is clear from the produc.t:.on theory outlxned in Chapter 3 that firms
’w:.ll be respons:.ve to changes in the relative prices of alternative
"lnputs where 1npu.ts such as transport services are substltutable. As
the price of a transport mode rises, firms will substitute ‘away from
that mode toward a relatively cheaper alter@tive in order to minimize
costs. This substif.ution effect shows the interdependence between
alternative modes. When the cost share of the transportation dollar

increases for one mode, it must necessarily decrease for another. The
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Diewert function is used to specify this relationship because it allows
for price responsive input substitution in production where both the
behavior of the firm and the interdependence between modal shares are

considered.
Theoretical Approach

Since nearly all production must be shipped in order to be sold, we
should see a constant 1/0 coefficient ratio between output shipped and
output produced and lmported (minus inventory buildup). This ratlo
should remain constant regardless of decisions about the optimal cost
minimiziné amounts of non-transport inputs into production.
Consequently, the firm's‘production.function can be considered separable
'into two parts; the cost mlnlmlzlng mix of non-transport 1nputs and the
‘cost mlnlmlzlng mix of transport services needed to meet total tt;nsport
demands. With thls assumptlon. the relative prlces and amounts of

non-transport inputs need not be considered in the Diewert equation for

" “the determination of the demand for transport‘services by mode.

QQNPrev1ous wrlters, in attemptlng to specify the full production functlon

relatxonshxp for estlmatzon where all inputs are considered, found it

5”/tnecessary to aggregate groups of lnputs in order to generate sufflclent

- consistent data. Th1s aggregation led: to problemsnof product mix.. Wlth
the assumption of separability, it is possible to estimate price effects
where substitutable transport inputs are considered at a fairly
disaégregated level of detail, since it ie generally easier to obtain
consistent data for just a few key inputs such as transport services in

the~§§oduction process than for a comprehensive list.
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Data

The data used for estimation, gathered b§ Jack Faucett Associates
(JFA), measures intercity toms shipped yearly from 1965 to 1974 for 45
commodities and by five modes; rail, water, commercial truck, private
truck, and pxpellnes.l A list of the 200 INFORUM sectors appears in
Appendlx A and the Faucett-sector INFORUM-sector matchup appears in the
first two columns of Table 5.1. This time series data is unique in that
it represents a fairly high level of disaggregation of alternative
inputs for a detailed number of purchasers. This detail minimizes the
problems ef product mix. Also, having a t%me series of data for
individual industries allows for the estimation of tramsport price
‘eeneitijity by product shipped. ,

A

For estimation purposes, we‘might,be interested in.ton~miles as a
'_peesﬁre~ef the amount of modal transport services demanded.per.unit of
Voutput. However. a consistent time series of the data does not exist.

As well, whlle ton-mlles are the units that are purchased, miles will
15:ﬁot neeesearlly be a fenetlon of the level of productlon since distance
of shlpments is determlned by changlng locational requxrements.
However. taking advantage of the fact that all tons produced must
eventually be shippe&,lfhere is a straight-forward derived demand

7 relationship for transport services measured in tons as a function of
the level of oﬁtput. Consequently, tons is the measure used for

- estimation.
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Table 5.1

Faucett Data

Total Tons
— Market Quotient
Faucett Matching Shipments Yearly Avg. Absolute
Commodity INFORUM (1974 Millions Percentage Percentage
Classification Sectors of Tons) Change Error
1 Grains 5 245 1.5 7.8
2 Forestry & Fishery 9 25 6.5 6.4
Products

3 Iromn Ores 11 197 1.2 247

4 Copper Ore 12 13 -3.6 6.6

5 Coal 14 » 603 -1.4 1.1

6 Crude Petro. & 15 669 -0.6 3.5

Natural Gas ’
7 Stone & Clay 17 353 0.4 1.3
Materials ' ‘
8 Chemial Fertil- =~ 18 89 ~=0.3 4.3

*  izer Materials : . ‘

9 Logs 43 270 2.0 3.9
10 Lumber O -1.1 3.4
11 Pulp, Paper & 50,51 63 1.1 1.2

Paperboard o
" 12 Industrial Chemi- 64 ) 129 ' -1.5 2.7
cals. L ) ‘ o

13 Misc. Petrolewm 76 643 0.6 2.0

. Products o
14 Fuel 0il B 393 1.6 1.7
15 Cement - 89 113 ~-1.6 3.7
16 Steel 91 155 0.2 3.7

17 Motor Vehicles 144,145 65 -0.7 2.0
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. Table 5.1 (continued)
-Total Tomns

] . Market Ouotjent
Faucett ' Matching Shipments Yearly Avg. Absolute
-Commodity INFORUM (1974 Millions Percentage Percentage
Classification Sectors of Tonmns) Change Error
18 Metal Scrap 91,92,93,9%, 47 2.5 4.1
95,96,97,98,
99 .
19 Livestock & 1,2,3 46 5.0 2.5
Poultry
20 Other Agricul- 4,647 105 -1.5 ¢ 5.2
tural Products
21 Other Non-Ferrous 13 14 -0.5 7.7
Ores : ‘
22 Food & Tobacco 24,25,26,27, 282 . 0.4 1.5
Products 28,29,30,31,
: 32.33934'35
23 Textiles & - 36,37,38,39, 17 - 0.2 5.4
Leather Products 83,84,85 :
24 Apparel 40,41,42 6 - 0.9 2.1
25 Paper Products ex- 52,53 18 -0.3 3.0
- cepting Containers :
26 Printed Matter &  54,55,56,57 28 2.1 - 2.0
) Paperboard - 58,59,60 s . :
- Containers : -
27 Other Chemicals  65,66,67 53  =2.2 4.2
28 Plastics 68,69,70,71 27 2.6 L.
" 29 Drugs & Paints  72,73,74 19 b2 2.1
30 Paving Materials 78 - 28 -2.8 7.2
31 Rubber Products  80,81,82 17 - -0.6 3.4
32 Other Wood 45,46 447 3l 0.2 2.8
Products ‘ : ’ :
33 Furniture - Misc. 48,49,163, 17 -1.0 4.3
Manufactured 164,165,166 : :

Products
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Faucett

Commodity
Classification

34

35

36

37

38

Glass Products

Stone & Clay
Products

Primary Non-
ferrous Metal
Products

Fabricated
Structural Metal
Products

Ordnance & Misc.
Fabricated Metal

Products

-39

Metal Working

- Machinery &

' Equipment

40

Other Machinery

. except Electrical

Y

- Communication
- Equipment

" Electrical

Machinery &

"~ Equipment

43.

45

‘etc&

Other Scrap

Other Trans-
portation

Equipment
Instruments,

s

- ’/
. Table 5.1

(continued)

12

Total Tons
_ - Market Quoti
Matching Shipments Yearly Avg. Absolute
INFORUM (1974 Millions Percentage Percentage
Sectors of Toms) Change Error
86 18 7 0.l 3.4
87,88,90 75 -0.5 4.6
92,93,94,95, 28 1.0 2.8
96,97,98,99 :
102,103,104 22 -3.3 6.3
21,22,23,100, 21 0.1 7.7
101,105,106,
107,108,109,
110 )
115,116,117, 3 -1.4 6.7 S
118’119.120. ,.j“‘ L Sl T e e e T i
121,122
111,112,113, 17 -5.4 2. T
114,123,123, : : '
125,126 }
136,137,138 2 -3.9 3.6
139 | e
129,130,131, 12 -2.0 T 2.4
135,140,141,
142
147,148,149, 9 5.0 7.7
S 153 ‘
156,157,158 1 -1.9 5.5
39,53 28 2.1 4.9



Thougﬁ all tons produced must eventually be shipped, the ratio of total
tons shipped divided by output measured in constant dollars may change.
Explanations for trends in this ratio, called the “"total tons market
quot::i.el:lt:."2 are: (1), a change in the physical weight of the product
shipped, and (2), remaining product mix problems-- changeé in the
produc':t mix of commodites shipped under one aggregated Faucett commodity
heading. Changes in the total tons market quotient coul& also come from
the double counting of shipments involved in inter-modal transfers.
However, we feel that this is not an important source of change for our

data.3

Procedﬁre
- Taking advantage of the Faucett data on commodity toms shipped by

each mode, the following equation is used to estimate I/0 coefficients

for transportation rows in the A matrix:

' TMi T . ' S -
~where,
TMi = transport services measured in ton-miles of

output shipped by mode i

output measured in 1976 dollars

o
([

S. = Ti/T » the portion of total tonnage shipped by
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mode i; a modal share. Ti. is the tons
shipped by mode i and T is total toms-shipped

by all modes where T = STi

T/Q

total tons market quotient

average distance hauled by mode i.

=
"

The ratio on the lefthand side of this equation is a measure of
transport services by mode shipped per dollar of output. By assuming
' that a fixed relationship exists between this ratio and modal transport
expenditureé per dollar of»output (all measured in 1976 dollars) which
is the INFORUM I/0 coefficient, the 1976 A matrix transport coefficients
can be moved by the forecasted transport services to output ratio

calculated in equatiomn (5.1).

The procedure for estimating price effects on transport

coefficients involves three steps. The first is the estimation of the

trend in the total tonms market quotient for each commodity, T/Q; the

secondv. the estimation of modal shares of total tons shipped, S;» a8 a

function of relative modal prices using the Diewert equation; and the

third, the estimation of modal transport service coefficients as a

function"qf Si and T/Q‘adjﬁsted for changes in distance hauled. These

coefficients are then used to move the INFORUM transportation rows.

Step Ope: Total Tons Market gudtignt
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V In order to determine the trends in the total tons market quotient,
the ratio of total tons shipped of each of the 45 commodities divided by
the aggregate output measured in 1976 dollars of the matching INFORUM
sectors was calculated for the 1965 to 1974 period. Imports were addéd
to industry outputs, but inventory adjustments were taken into account
only for the commodity group ~grains  which often carries large
inventories. Other inventories were neglected because of a lack of
satisfactory inventory data. However, since inventories are small for
most secﬁors. this neglecf should not significantly influence the
results. The trend in the quotient time-series was estimated by fitting
a logistic curve through the observed data so as to minimize the sum of
the squared errors around the curve. A logistic curve was used in order
to put a ceiling or floor on a;y projection of these trends so that
§ﬁotients can never be projected to be too large or less than zero 4
Columns féﬁrwana‘fivé of T;bié 5;1 lis£ réspectively the yearly
percent#ge ?hangé in‘thé estimated logistic curves and the average
- absolute percentage error (AAPE) of the fitted curve to the.actual

- quotients.
(Conéistency’Check of Faucett Data

The quality of the Faucett tons data can also bevchecked.using the
total tons market quotients. Besides inventory‘changes. the only
explanation for fluctuations of the total tons quotient around its trend
are a mismatch between INFORUM and Faucett commodity groups, product mix
shifts, and errors in the measurement of toms of sﬁipments. To check

for these fluctuations, the fits of the actual quotients around the
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" logistic curve trends were studied for the 45 industries.

By counting the trends with yearly changes of one percent or less
in column four of Table 5.1, it can be seen that the total-tons market
quotient is approximately constant for 18 out of 45 sectors, or 40
percent. These 18 show the pattern of shipping to be approximately a
constant function of total output produced. Of these, however, three
show large fluctuations which are reflected in high AAPE values. They
are Other Non-ferrous Ores, Textiles and Leather Products, and Ordnance
and Miscellaneous Fabricated Metal Products. An AAPE value above five
percent is assumed here to show substantial variation of the actual
quotients around the curve. All three ship relatively small amounts
ranging between 14 and 21 million tons in 1974. The total tomns shipped
in 1974 by each industry is listed in column three of Table 5.1 in

millions of tons.

The remaining 27 industries show some appreciable trend in their
m‘arke‘t éuotients for totai tons shipped. The yearly percentage change
for these sectors are abo§é one percent. Of the trended quotients, 1l
treﬁ&s went up"a'nd 16 wgﬁt down. Ther;'e seems to be no generAal bias
toward shipping more or lesé wéi.’ght per éonstant dollar of output éc;osg
industries for the period 1965 to 1974, The variation of the data
" around the predicted trends for the 27Atrended quotients shows AAPE
values less than five percent for 18 of them. The lowest AAPE valﬁe of
1.1 percent occurred for coal, one of the largest transportation service
deﬁandefs. The low AAPE's for- these 18 give evidénce that definitive

trends as opposed to random errors in the market quotients do occur for
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many industries., Whatever the reason for change, the trends in the

total tons market quotients seem to be stable over time for

approximately 67 percent of the trended market quotients. For these

sectors, the Faucett tons shipped data appears to be fairly accurate

since changes in tons shipped must move coincidentally with changes in

tons in order to produce AAPE's as low as were found.

The remaining 12 sectors with AAPE's above five percent are now

given special attention since they exhibit wide fluctuations around

their trended quotients or constant quotients. The problems with these

sectors fit into six categories:

1.

- 2.

3.

Anomaloos Events

A labor str:.ke in the copper 1ndustry affect:.ng production and
destab:.l:.z:.ng the market quot:.ent rat1o of shlpments to output’ for‘
1967 and 1968 worsens an otherwise good fit to an AAPE of 6.6

pexrcent,

Inventories

'.l'onnage flows of Gra:.ns even though ad_)usted for 1nventory

‘ -change st:.ll seems. to suffer from a flow problem between product:.on:» .

and shlpments in a g:.ven year wh:.ch po:.nts up possibly still more

inventory adjustment problems.

Prodﬁct Mix and Mismatch

" Where many INFORUM product sectors are aggregated to form one

Faucett category, a changing mix over time of heavier and lighter
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prodncts hauled within this category will cause total Faucett tons
to vary separately from changes in the level of output. For
example, the Faucett category Ordnance and Miscellaneous Fabricated

Metal Products is made up of eleven INFORUM sectors. A change in

its product mix over time could destablize the total tomns market

quotients and produce the rather high AAPE of 7.7 percent. As well,

any product mismatch between the products in the INFORUM sectors and

the products under the one Faucett heading will cause tons shipped

~ and output levels to diverge. The output for the Faucett category

Forestry and Fishery Products ‘varies extensively due to cyclical
timber demand. However, since the output of the Forestry :i.ndustry
is standing timber just before it is cut, the Faucett tons shipped
for Forestry and Fishery Products reflect mostly the waterborne

shipments of freshly caught fish. Here we see a mismatch between

| ﬁhe ‘nnjor good being ehipped and the major good being produced due

" to the aggregation of the data by Faucett. To improve on this

situation, only Fishery output was used with the Faucett Forestry

and Fishery tomns data. This realinement lowered the AAPE from over

13 percent to 6.7 percent. Sector 37: Fabricated Structural Metal

Products appears to suffer from this problem as well since it

‘lncludes as the largest component of output. the nebulous commod:.ty

group Other Metal Products.

Data Jumps
For Metal Working Machinery and Equipment, the total tomns market

quotient drops precipitously in 1970 due to a drop in rail toms

~shipped in. that year to one-third of their 1969 value. This drastic
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“/change was not compensated by an increase in the use of another

mode. Also, it appears that tons shipped by truck are significantly
different in 1965 from the rest of the truck data. These data

inconsistencies contributed to the high AAPE of 6.7 percent for this

sector.'—fge—AAPE—fif ofithe total tons market quotieﬁt for Textiles
and Leather Products suffers from a large upward jump in the data in
1974 for tons shipped by truck, when, in fact, output in that year
dropped. This again could be the result of product mix problems
resulting from the aggfegation of seven fairly heterogeneous INFORUM

sectors.,

Interpolated Data

Since a consistent time series of data does not exist for
private truck, Faucett Associates hadAto interpolate between the
known census years of data, 1963, 1967, and 1972, from the LS.
anaﬁﬁ_gi_lzagﬁgg:;agign iqﬁpréer to produce~the missing numbers.

However, where output levels fluctuate over time, interfolated

private truck points will not lead to stable market quotients. The

result is- poor data f1ts to a total tons market quotient trend and

' hlgh AAPE's 1f the private truck share is a 31gn1f1cant portion of

the total. The prlvate truck shares of the total tons shipped for
Otﬁer Agricultural Products, Paving Materials, and Other
Transportation Equipment is 47 percent, 69 percent, and 41 percent
respectively in 1974. Such high shares may indicate that the high
AAPE values for these sectors could be the result of the

interpolated private truck data.
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6. Small Sectors
For Instruments the AAPE value of 5.5 percent is most likely the

result of errors in data collection due to the smallness of the
numbers since this sector demands a relatively insignificant amount

of transport services--one million tons in 1974 compared to an

industry average of 112 million toms.)

'0ve:511. how‘does the Faucett data hold up? The totai-tons shipped
to outpuﬁ.ratios are fairly constant, showing no trend, for 18 out of
the 45 industries with only three of these showing wide fluctuations.
Of the remaining 27 sectors showing some trend in their ratios, 18 show
. good fits of the data around their trends and nine show éomé‘
fluctuaﬁions. Counting the 15 good constg?t coefficient fits and the 18
7/.éoodfﬁrégangiéé;-;‘tbﬁai‘éf 33 6£ £hé 45 sébtorsyéhow ﬁhé fé&ﬁett toné;'
data doing a creditableijob of tracking industry outpﬁt. Thése 33
sectors represent gpproximgtely 90 percent of total toms shipped in
1974.- The.reméining 12 Qectors; making up teﬁ percent of total tons
- 'shipped; #ppéar to.suffer from inventory ?rqblems.kpoor data for private

‘trucks and some bad data points.
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S Two: Estimati £ Modal Si

By applying the condition of separability discussed above to
separate the transport cost minimizing decision from the production cost

minimizing decision for non-transport inputs, we may write the demand

function for tons transported by mode i as,

Ti = di (T. Pl’ . . . 9 Pk)

where tonnage, Ti' shipped by mode i is a functionm, di' of total
tons for which shipping services are demanded, T, and the prices, P, of
k alternative modes of transport. By assuming the demand function is

linearly homogeneous in T, the modal share demand function can be

written as,

(5.2)

If we now assume the di>function to be the Diewert equation, this

equation for transport inputs becomes,

4 P 1/2
= j 1 = .
Si. j-zl bij -ri- 1 1. e o o 3 4 (5 3)

i = Modes: Rail, Water, Truck, Pipeline. Since
no price data exists for Private Truck, it is

assumed here that its implicit price is approxi-
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mately the same as commercial truck and the two

modes were combined.

Thirty-nine commodity groups drawn from the Fau;ett data for the years
1965 to 1974 were used for estimating equation (5.3).5 Again, taking
advantage of the symmetry property, bij = bji’ the simultaneous
estimation of (5.3) for all modes requires the estimation of only ten
coefficients. The data setup would be similar to the example for the
inputs in Appendix B. This estimation technique assures consistency of
substitution between modes by retaining their interdependence through
simultaneous estimating. Relative price coefficients estimated in this

way will cause substitution between modes while maintaining expected

levels of total toms shipped.
Independent Variables

The independent variables of equation (5.3) are relative prices. A
weighted price term was calculated for each mode where the im?JEtance of
transport revenues collected for each commodity shipped is taken into
account. Calculated in this manner, the total transport price for each
mode is free of the bias introduced by high prices on shipments where
transport services are dying out. For example, it may be the case that,
over time, a decreasing amount of freight is being shipped of a
commodity whose transport rate is high. At the same time an increasing
amount of freight is being hauled of a commodity whose rate for the same

mode is low. A total modal price, unweighted by individual commodity

transport revenues would register this situation as a drop in the modal
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transport price when, in fact, only freight substitution has occurred.
To account for this substitution, commodity shipment costs were weighted

by their changing importance in the provision of total tramsport

services by each mode.

It might seem appropriate to use transport tariffs by commodity
shipped as the.price term, however, this approach was not possible
because; (1) consistent rates are aveilacle only at too disaggregated a
level, (2) rates vary by location and commodity shipped, and (3) rates
are noc-linear in distance. Since the tons data is at the national
level, correct specification would require comprehensive aggregation of
rates for all modes over time, a heroic task since the only
comprehensive consistent data comes from the Interstate Commerce

Commxsszon whlch governs 100 percent of rail sh1pments but only 84

percent for Plpelxnes, 44 percent for Trucks. and 20 percent for Water

6

Carriers. The lack of comprehensive rates by commodity necessitates the

use of modal prices which are not differentiated by commodity hauled.

The following eiuation was used for calculating modal prices whefe
“the diversity of transport rates and changing transport demands by
commodity shipped are considered. A transport price index, P , for each

‘mode was calculated using,
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P - ———
t
TR
c
where,
t t
t _ 72 T3 My
mc-Z(RJ. — o 35) (5.4)
] T, M.
] ]
TR® = total revenue collected in year t for all

commodity shipments by a single mode
TR§‘= total Revenue collected in year t for
A all commodity shipments by a single mode,
measx;red in constant 1972 dollars
’NR § = révé#;es‘éﬁilééééd for shipping commédity j

by a single mode in 1972

...]4
"

tons shipped of commodity j by a single

J ,
mode in year t; T7§ measures tons shipped
. in 1972
"~ MF = miles éhipped of commodity j by a single

mode»in.jear't;-M??imeasures tons shipped

" fn 1972.

The righthand term in (5.4) shows what total revenues would have been in
year t had rates per ton-mile for each commodity been constant at their
1972 values. It is calculated as an index, measured in tons, miles, and

1972 shipment revenues, for the change in transport services provided




for each commodity. Dividing the total revenue by this index for all
commodities removes real changes in transport services from the equation

and leaves only the change in the transport price.

To estimate this equation, data from a number of sources had to be
combined. Data on 1972 revenues by commodity shipped for each mode came
from further tramnsport data built from the 1972 Census, éompiled only
for 1972 by JFA. Tons by commodity shipped for each mode came from the
' JFA tons data described at the béginning.of this chapter. Sincé. as was
mentioned previously, no time series exists for commodity miles, a
series had to be concocted. To do this, it was first assumed that #
 trend exists in the miles per tom ratio 'for each commodity over time.
The three years of data (1963, 1967, 1972) on tons and ton-miles from
the U,S, Census of Transportation was used to estimate that t:rend.7
Multiplying the JFA tons data, TJFA’ by the ton-mile trend produéed the

following estimated miles in year t for commodity j, for each mode:

/\ ¢
- —J [ i . o - . L ]

M

e

- The first term oﬁ the right wés estimated by a linear trend regression
on the three Census data points. All trend fits with AAPE's above 20
were dropped from the calculations. This accounted for two of the
commodities shipped by water, four by truck, and noﬁe by rail. The

Census of Transportation does mnot report data for pipelines and so a

total pipeline rate was used for the three sectors that use pipeline
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services. This rate is the average revenue per ton mile, reported

yearly to the Interstate Commerce Commission.8

A time series of rates by commodity shipped does exist for Rail
only, and this data has been incorporated into the transport price
calculations. The Bureau of Labor Statistics has published, since 1969,
quarterly price indexes for eleven selected commodities of railroad
freight as well as an aggregate freight price inclex.9 A ratio of the
individual prj.ces to the aggregate price index was used to adjust the
rail price index derived from equation (5.4). The eleven BLS commodity
price indexes were disgggregated to 31 of the JFA commodity
classifications shown in T;ble 5.1. T§ calcdulate values for the period
from 1965 to 1968, when there was no individual data, the ratio of
individual prices to the BLS aggregate price index for all rail f;_e‘ight‘
waé estimated by OLS using a time trend on the existing data. The trend
of this ratio was then backcast to 1965.. The addition of these s'ectoral.,
rail prices changed the res‘ults only marginal»ly from the estimates that
were obtained uéing the weighted' rail price calculated from equation
(5.4). The sectoral rail prices pro;zed to have little impact:. on the
: ¥esu1ts. becauseAtA:hve' individual'Apriéesl >a-.]h.1 moved in apprdximately. the

' same manner.

To take into account lags between price changes and modal shifts,
the price term is a composite of present and one year previous prices,
equally weighted. This scheme was picked as the best after a number of

alternatives were tried.



Results

Appendix D presents the estimation results of the Diewert equation
for the 39 commodity categories. The results for two of these, 13:
Fuel 0il and 14: Cement, are presented in Table 5.2. The top panel for
each commodity shows the regression coefficients and, for some sectors
such a‘s Cement, the corresponding t statistics. Each row represents an
equation of the form of equation (5.3) above with the dependent variable
names listed down the lefthand column and the names of the various modal
prices along the top. The secqnd panel for each commodity showé the
implied own and cross price elasticities which are calculated from the

Diewert equation for 1972 when all prices are indexed to equal one.

pf the 39 commodity groups, 23 produced estimates where all coeffi-
cients show substitution bet.ween alternative modes, a result consistenf
with cost minimizing behavior of f.he firm. These are marked with an
asterisk beside their names. Below the coefficients in t;he row
 designated T~ are the associated t statistics. Only 4 of the 23 show
: coefficients with t statisti;:s‘ beloﬁ the significant range using a
:éne-t;il.ed tést ;1:; i:hé five peréent‘ ievél of the tésﬁ. The remaining 16
:s'ectors have at least one negative-;ff diagonal (i # j) relative price
term -— twenty ﬁerms in all. These cc;efficients are perverse in that a
decrease in the pi:i.ce, of one mode relative to another is associated with
aﬁ.. increased demand for the mode which has experienced the relative
increase in price. Three of these sectors can be discounted, however,
since, upon inspection, they show essentially no change in modal shares

through the history period. They are , 10: Paper, 20: Textiles and
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Table 5.2

_Transportation Diewert Estimations

FUEL OIL DIEWERT COEFS (MULTIPLIED BY 10C0)
1 2 3 4
RAIL WATER  TRUCK PIPE
1 RAIL ! .00 .00 .00 .00 !
2 WATER ! .00 483.90  Hoo .00 v
3  TRUCK ! .00 #00 164.30  61.00 !
4 PIPE ! .00 .00 41.00 2647.20 !
FUEL OIL PRICE ELASTICITIES
' 1 : 2 3 4
RAIL WATER  TRUCK PIPE
T RAIL ! ’ '
2 WATER ! .00 .00 !
3 TRUCK ! .00 -.10 «10 Y
CCEMENT  ° DIEWERT COEFS (MULTIPLIED 8y 1000)
1 2 4t
RAIL WATER  TRUCK PIPE
1 RAIL ! -36%.10 .00 672.10 .00 '
2 WATER ! .00 .00 .00 .00
T P .00 .00 .00 .00 !
3.' - TRUCK ! 672 010 000 '7‘030 000 '
Tor i 6.37 .00 o 72 .00 1}
" & PIPE Vv 00 .00 .00 .00 ¢
T o .00 .00 .00 .00 1t
CEMENT PRICE ELASTICITIES
1 2 3 4
RAIL WATER  TRUCK PIPE
2 WATER ! 14
4 PIPE ! '
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Leafher Products, and 36: Communication Equipment. Accordingly, the t
statistics associated with the coefficients for these sectors are
insignificant. Of the 17 remaining negative coefficients, t statistics
show that 14 appear to be significantly less than zero using a
one-tailed test at the five percent level of the test. These are marked
with a # next to their coefficients which appear mostly as zeros.
(Because each Diewert coefficient appears twice in the panels due to the
symmetry property of coefficients, each negative coefficient is marked
in ﬁwo places with the # .) One of the significantly negative
coefficients can be observed for Fuel 0il in Table 5.2. Four of the 14
significantly negative coefficients show price effects between 2) Water,
and 3) Truck. Four are between 1) Rail, and 3) ‘Truck. and six are
between 1) Rail, and 2) Water.

The explanation for these terms most probably is that they are
picking up the movement of modal shares caused by factors that have not
begp con#idered in the regression. Althoughithe double accoun.ting‘ of
"tons created by inter-modal transfers might at first appear to lead to
complemeﬁtarity which wouid ‘create negative terms, this argument is‘
re jectéd beéauée.,. gs éo_inted out earlier, inﬁer-modai transfers make‘up
an j.nsignificant proport‘ion of the Faucett inte:city shipment data.
Consequently, complementarity is rejected as an explanation of negative

relative price coefficients resulting from the Faucett data.
In order to pick up price effects which are comsistent with the

normal cost minimization theory of the firm laid out in the previous

section, a quadratic programming regression technique is used which does
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not permit wrong signs on relative price terms. Market quotient data
which creates perverse price effects is chalked up to the effects of
omitted variables and is essentially ignored in the estimation of

Diewert price sensitive equations.  Constraints on the values of the

relative price coefficients move the twenty negative coeffiicients to
zero. Since the adjustment of the twenty coefficients is the result of
a constrained estimation technique, the usual t statistics for the
sixteen constrained equations are inappropriate measures of the
statistical significance of the‘ equations and have been deleted. The
true test of the explanatory power of these equations rests with their
"ability to forecast well. This topic will be taken up later in this

chapter.

Other Variables Considered

5 -

A literature search of other variables that might explain price

perverse changes in modal shares produced many theoretical possibilities
but few operational measures. Factors, other than modal price, often
:'c:it'ed' in the determintion of modal choice by an individual demander of
modal‘v servi"ces are inven‘tory costs, ordering costs, tramsit ﬁixﬁe .:
c#rriét reliability, haﬁdling ahd packéging cosﬁs. aﬁd loss and'd‘amage‘
invtr.a.nsitl:. clai.ms’.]"0 Most studies ‘of‘ mc;dal choice that have tried to
take these factors into .account have had to work with either time-series |
data of aggregated commodity shipments, or cro‘ss-section data across
commodities for only a few time periods.11 'fhe problems of product mix

inherent in the aggregated time-series data have already been discussed.

Researchers, attempting to. estimate modal price elasticities from data
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across commodities, have found it necessary to stratify the data by
commodity characteristics in order to specify completely the modal
choice decision. Commodity characteristics theorized to explain the
other factors in the modal choice decision besides price are commodity
size, densif:y, value per pound, perishability, ease of handling,
suisceptability to theft.' and fragility. The acquisition of data
measuring these characteristics has been generally unsuccessful.l2 Ann
Friedlander, for example, notes that data constraints limit her to
aefining commodity characteristics, in terms of length of haul, value,
density, and average load size in order to estimate price effecté on
truck and rail shares for eight aggregate commodity groups. No data
was available on reliability and the use of loss and damage claims added
nothing to. thé analvysis."13 This technique of product characteristic
differentiation is necessary in order>to'exp1ain the level of modal
shares by commodity, but the rather restrictive implicit assumi:fién here
is. that tramsport priée effects on modal choice are identical ac;ross
commodities. This assumption need not be made when timé-sefies aata by
commodity exists such as the Faucett data. By using the Faucett data
for~reg£esqion analysig. the importance of the transport price in the
tétal modal choiceAdecision for each commodity will be reflected in the
fégression eéfimation of price sensitivity since regressions ére
‘estimated on a commodity basis. Since estimation is by commodity,

commodity characteristics have already been taken into account.
Where price effects appear perverse for the fourteen significantly

negative coefficients, the explantion could entail a change in the the

product characteristics leading to a change in the modal choice
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decision. The use of average load and distance of shipments to help
explain modal choice has been used by' some. However, the use of chauges

in these measures over time to explain changing modal shares is a

questiouable procedure due to reverse causation. Ihe Census of

Iransportation. published by the U.S. Census Bureau, is the ma jor
source on the size of shipments and the length of haul by commodity
shipped. The Bureau reports that some of its statistics come from bills
of lading which designate shipments by weight of the 1qad in a railcar
or trailer, rather than the weight of the total shipment. Consequentlys
in many cases the mode determines the size of the reported shipment
rather than the reverse. The change through time in report‘ed shipment
size,, vtherefore. often reflects rather than determines the mode and is

inappropriate as an ekplanatory variable. As to the length of haul, it

has been shown that raz.l has a cost advantage in shlpping long

' ‘distances, and truck, in shipping short distances.ll’ However, it is not

clear whether . chang:.ng—~average length of haul indicates 1ncreased or

decreased demand for a particular mode. For example, if the average

haul by Rail incr.eases. it is not clear'whether‘ this will cause

' mcreased Ra:.l use due to the cost advantage or whether this is the
‘result of moads made by Truck mto RaJ.l's shorter hauls leaving fewer

' but longer hauls for Ra:.l.

. Other Variables Included

In this study two variables besides price have been considered for
inclusion in the Diewert modal share equation. An attempt is made to

use commodity value and commodity weight to explain factors other than
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transport costs in the modal choice decision. Each variable is included

by adding extra terms along with prices to equation (5.3). When an

extra explanatory term, Z, is considered, the expanded equation for

estimation is,

1/2
> F; .
Si = . le 7 + a, A i=1, « . sn modes (5.6)
2] 1 .
subject to z a, = 0.
i .
Since
P 1/2
_ j _
2 = 22 bij\e) © b
i 1] i

the added explanatory term is estimated across all modes to insure that

the a's sum to zero across all shares.

Commodity Value

Commodity value has been used as an explanatory term in the modal
choice decision in a number of the cross-sectional data st:udi.es.15
Rol:u—:rt:s16 has postulated that commodity value impacts on inventory costs
and spoilage .costsA. which are arguments in the modal choice function
aeterminlng the most economic mode. Commodity value also affects the
costs of running out of stock. The costs incurred by running out of

stock determine the importance in the modal choice decision of modal
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attributes such as speed and reliability. To consider commodity value,
a price was created for each Faucett commodity category. This measure
was an average of the prices of the INFORUM sectors making up that
group. Each INFORUM sector price was weighted by the size of the
sector's output in order to calculate its importance in the total group
price. The Faucett group price was then deflated by a wholesale price
index for all industrial commodities in order to determine the relative
increase or decrease in the commodity group's value through time. A
1965 to 1974 time-series o‘f these commodity prices was added as the
extra variable to equation (5.4). The results of this estimation showed
significant t vaiues for the commodity price term and improved fits of
the equation for five sectors. They are, 4t Coal, 24: Plastics, 29:
Glass Products; 30: Stone and Clay Products and 34: Metal Working
Machinery. Though none of these sectors are among the group that had
significantly negative modgl price coefficients under OLS estimation,
the modal share response to commodity price changes seems quite
plausible for these five. For coal, the shift away from water services
to rail services could be explalned by the observed increase in coal
’ptlces from 1945 to 1974. For the rema:.n:.ng four, which represent‘
processed commod:.txes, chang:.ng value could indicate sxgnlflcant
product, qual:.ty, or packaglng changes requiring modal services with
different transport at_trlbutes . Moreover, it is observed that the truck
share of transport services is pogitively related to the commodity value
term in every ome of these four sectors. This result is consistent with
existing Vtheo.ries that relate high value goods with the demand for
generally higher quality truck services. The resulting modal price

coefficients and elasticities are listed in Appendix D for the five
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sectors.
Weight

. Roberts, in the same paper, also theorized that shipment size and
density affects ordering, handling, and storage costs, all variables in
the modal choice decision.l’ Rail appears to have a cost advantage when

18 An attempt is made here to

shipping high bulk low-cost commodities.
consider changes in the weight-te-value ratio as an additional
explanatory variable in equation (5.4) in order to take into account
changing commodity weight. Given the atnractiveness of rail service for
heavier products, increases in commodity weight -should lead to increased
rail shipments., A measure considered is total tons shipped, derived
frOm the Faucett data. d1v1ded by INFORUM constant dollar output.
However, because the Faucett tonnage data is used dlrectly as an
Alndependent varlable. the fact that errors in measurement of thls
variable are a linear function of the errors in measurement cf the
dependent varlable can lead to biased regression estlmates.19
eldes;ep thls issue, a trend is used as a proxy for changes in the
f'dnﬁpnéifd-nnns-ehipped ratio; In addition £o the price terms, using a
‘fime trendiin equation (5.4), as a proxy for a ﬁeight trend,
signifieantly increased the Rz‘for-Z:. Iron Ore, 23: Other Chemicals,
and 37: Electrical Machinery and Equipment. For these sectors, trend
coefficients entered with t statistics above 2.0 indicating that there
seems td be significant trends in the modal shares. With the addition

of the extra variable, the rail-truck price coefficient for Other

Chemicals. which had been significantly negative when estimated with
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price alone , turns significantly positive with a t value above 2.0. For
Iron Ore, which also had shown a significantly negative price term, the
addition of the time trend 'brings the t associated with the price term
into the negative but non-significant range. Theu price coefficient for
Electrical Machinery had been negative but non-significant. Here, the
trend variable enters with a t of 3.8 and pulls the price coefficient

positive but in the non-significant range.

How“accurate a proxy for changes in product weight is the time
rtrend, for these three sectors? Table 5.1 shows total-~tomns-
-market~quotients which are measures of the output weight ratios
éonsidered here, and a look at that table confirms that all three of
these sectors have significant weight trends. For the two sectors Other
- Chemicals and Electrical Machinery, it is po-ssiblé that these sectors
are experiencing a weight change aé -partz;.rcular p‘roducts'a<re beiné-
substituted for others Vwithin- the commod.ity- group. However, an
inspection of the data shows weight decreasing over time while t;.he rail
shai:e i§ increasing. While this is contrary to the u#ual weight
arguement for increased r;'a‘il demand the trend may be ﬁicking up othexj
-changeAs in pfoduct charééteriétics leading to increased rail demand.
For': Iroﬁ. Ore, the totai-tonsﬁarket-quotients indicate that iromn ore is
bei:omiﬁg_ 'lighter‘,, a possiBle result of the sﬁipment. of more concentrated

ores.
We see here, then, that for some sectors, significant trends are

evident in modal substitution which apparently are industry specific and

unrelated to the usual commodity weight argument. For Other Chemicals
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and Electric Machinery. we could be observing the effects of changing
" modal demands as the result of a change in the commodity mix of,prdducts
with modal specific transport requirements., Within the chemicals group,
for example, there has been a ten percent increase in the output of
INFORUﬁ sector 66: Pesticides and Agricultural Chemicals, and an eleven
percent decrease in the output of INFORUM sector 67: Miscellaneous
Chemf.cal Products, over the 1965 to 1974 périod. Whatever the
explanations for the trends in the modal shares for these three sectors,
.the -estimated trend cdefficier_n:s‘ #re retained as alternative explanatory
variables in the Diewert function, for comparison with alternative

estimation techniques pre.sented in the next section.

Summing up, we see that modal price effects are estimable for most
rsec‘tor's. of themp;vi.gina'l 45 Faucett sectors, six were fognd to hé.ve'
only one ma jor mode of transport and, therefore; were inappropriate for
estimation with the Diéwert equ;ation; The Diewert equations were
estimated for the remaining 39 sectors. Five of these were :;.mproved
upon by a consideration of commodity value in explai.nihg modal shares.
.‘:“‘w‘_'l."h:ee' were improved by a‘ddiﬁg a time ’trénd to explain commodity mix or

Qéigﬁﬁ changes. Nine éectors r»ex'nainedl with one or more significantly
ﬁegat.ive off-diagonal modal pri’cél coeffiéienﬁs. | These were constrained

. by a. quadratic estimation technique to permit no wrong signs.
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Comparison

How well do the estimated Diewert equatioms work in prediccing tons
shipped? By multiplying the predicted modal shares calculated from the
Diewert equation (5.3) times the total tons market quotient trends
estimated in Step One, it is possible to predict tons shipped by mode of
each commodity. These predictions can be comparcd to the actual Faucett
data for the period 1965-1974. In order to make a comparison with the
Diewert technique, the-“skirt" method of forecasting tons shipped is
applied to the Faucett daca. This method, the one currently used in
INFORUM for forecasting coefficient change, attempts to add to tﬁe
existing INFORUM matrix of 1/0 coefficients additional rows which define
tons of modal transport services demanded per unit of output of various
INFORUM sectors. These tons-to- output ratios sk;xn the border of the
existing matrix to form a submodel of I/0 coefflclents which can then be
ﬁultiplied by industry outputs to predict freight demands by mode
shipped, for each industry. The forecosting of the modal tons—to-output
ratio using the INFORUM aklrt routine involves the extrapolation of a
trend estimated by flttzng a loglstlc curve trend through the history
~series of Faucett tons-to-output ratios for each mode. For comparison
with the Dxewert predlctxons for the 1965-1974 period, the
} skirt-predicted tons shipped are estimated by multiplying the trend in
the individual modal‘tons-to-output ratio tiﬁes the actual industry

output .20
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Simulation: Historical Period

Table 5.3 shows the results of the comparison between the Diewert

and skirt techniques of estimating toms. Listed are the average

absolute percentage errors (AAPE) of predicted toms around the Faucett
data points for the years 1965 to 1974 for bot;h the Diewert technique
and the logistic skirt technique. Each number in the table represents
the average amount of error of the predictions compared to the size of
the actu#l tonnage numbers. The lower the AAPE number the better the
fit of the predicted points around the actual. The "AAPE's are listed
for each mode for 38 Faucett sectors.2l The last column shows the AAPE
fits of tons shipped by all modes for each sector. At the end of the
table, listed in the row labled “All fits - Faucett toms,™ are the

- average absolute perc»entage €rrors across all industrieé for each mode
and ali modes together. A q\;ick glanée 'at the AAPE's for all 1-n§des‘ inﬁ
v»«l;w—?—;i:%lie“:fafs;::édiumﬁ shows the Diewert a.ndklogist‘ic errors to be identical.
The AAPE's in this column are equal beéause the logistic curve es.timatés
have been adjusted to compensate for a theoretical bias towards >a beﬁter
tofal ‘tons shipped: »by. all mo&es- fit for the ﬁiewert equation and better
_:.i-.ndiyridua]i ;nodal. fits f;): thé logi.‘sf:i.‘cA curve.. The followiﬁg describes

‘the method of adjustment.

The better Dievért "total"lf‘i..ts are the result of the
interdependence assumptioné implicit in;the biewert technique whére all
L médal, coefficients are estimated simultaneously. The Diewert equation
tries to minimize the sum of squared errors over all modes at the same

time while the logistic predictions come from ordinary least squares
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Table 5.3

SUMMARY TABLE

, AVERAGE ABSOLUTE PERCENTAGE ERROR
FITS OF PRICE PREDICTED AND LOGISTIC PREDICTED POINTS AROUND ACTUAL

: RAIL  WATER  TRUCK PIPE  TOTAL
GRAINS (1965-1974) :
DIEWERT - PRED 5.3 7.0 8.1 .0 .1
LOGISTIC PRED 3-4 4-9 484 .0 -1
IRON ORE ({1985-1874) , .
DIEWERT PRED - 1.8 2.3 .0 .0 .2
LOGISTIC PRED 1.5 2.1 .0 .0 .2
COPPER ORE  (1965-1974)
DIEXERT PRED 4.1 .0 16.5 .0 .0
LOGISTIC PRED 1.7 .0 8.1 .0 .0
COAL (1965-1974)
DIENERT PRED .7 1.8 .0 .0 .9
, ' LOGISTIC PRED 1.0 1.3 .0 .0 .9
CRUD PETRO+NA (1865-1874) :
, ' DIEWERT PRED .0 7.2 .0 .9 .6
LOGISTIC PRED .0 7.0 .0 .8 .6
STONE+CLAY MI  (1965-1974)
DIEWERT ~PRED 7.8 2.6 13.2 .0 .3
LOGISTIC PRED 1.0 1.3 1.1 .0 .3
CHEM+FERT MIN {(1965-1974)
“DIEWERT PRED 2.7 8.1 20.7 .0 .0
. LOGISTIC PRED 2.6 4.2 9.1 0 .0
LOGS (1965~1974)
. DIEWERT PRED 2.6 8.9 3.0 .0 .2
LOGISTIC PRED 1.4 4.8 . .0 .2
LUMBER (1965-1974) :
DIEWERT PRED - 2.8 .0 2.3 .0 .8
LOGISTIC PRED 3.1 .0 3.5 .0 .8
PULP,PAPER,PP (1965-1974) - '
DIEWERT PRED 1.0 .0 2.3 .0 .3
LOGISTIC PRED .9 .0 2.4 .0 .3
INDUST CHEMIC (1965-1974) ) '
~ LOGISTIC PRED 1.8 3.0 2.1 0 .0
MISC PETRO PR - (1985-1974) .
"DIEWERT PRED .0 2.7 2.8 1.4 .8
LOGISTIC PRED .0 1.8 1.8 1.8 .8
FUEL OIL. (1965-1974) :
DIEWERT PRED .0 3.4 3.1 2.9 .3
* LOGISTIC PRED .0 2.4 2.8 2.5 .3
CEMENT (1965-1974)
DIENERT PRED 8.7 .0 3.2 .0 1.0
LOGISTIC PRED 4.7 .0 4.5 .0 1.0
STEEL (1965~-1974)
DIEWERT PRED 7. ) 8.9 .0 4
LOGISTIC PRED 3.4 .0 3.9 .0 4
MOTOR VEHICL (1965-1974)
. DIEMERT PRED 2.4 .0 1.9 .0 .2
LOGISTIC PRED 2.5 .0 1.9 .0
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" Table 5.3 (Cont'd)

, SUMMARY TABLE
AVERAGE ABSOLUTE PERCENTAGE ERROR
FITS OF PRICE PREDICTED AND LOGISTIC PREDICTED POINTS AROCUMD ACTUAL

RAIL  WATER  TRUCK PIPE  TOTAL

QOTH AGRIC PR (123?—1 74)

12.8 .0 4.8 0 .2
DiETEH e FRED 2.1 - 0 3 0 2
OTH NON-FERR  (1965-1974)
DIEWERT PRED £.5 32.5 18.4 .0 .1
LOGISTIC PRED 3.7 23.5 11.8 .0 1
FOOD,TOBAC P (1965-1974)
DIEWERT PRED 2.7 .0 2.3 .0 .1
LGGISTIC PRED 101 0 8 0 1
TEXT+LEATH PR (1363-1574).
‘ DIEWERT PRED 4.4 .0 1.3 .0 1.4
LOGISTIC PRED 3.1 20 1.8 0 1.4
PAP PROD(-)CO  (1S65-1974)
DIEWERT PRED 1.5 .0 2.0 .0 1.7
LOGISTIC PRED 4.3 20 5.6 0 1.7
PRINT MATT+PP (1965-1974)
DIENERT PRED 14.0 2.3 0 .3
LDGISTIC PRED 4.5 0 8 0 3
OTH CHEMICAL (1965-1974) . ‘
DIEWERT PRED 2.1 .0 2.8 .0 1.7
- LOGISTIC PRED 4.5 20 2.8 0 1.7
PLASTICS  (1965-1974)
DIEWERT PRED 2.1 .0 2.0 .0 .9
LOGISTIC PRED 3.4 0 31 -0 .8
. DRUGS+PAINTS  (1965-1S574)
. DIEWERT PRED 3.4 .0 .8
- LOGISTIC PRED 8.1 0 1.9 b 2
RUBBER PROD  (1985-1974)
DIEWERT PRED 5.1 .0 1.8 .0 .1
| LOGISTIC PRED g.1 0 2.1 0 1
. OTH WOOD PROD- (1965-1974)
- T VU DIEWERT | PRED 2.0 .0 .1 . 1.7
' * LOGISTIC PRED 2.0 -0 2.3 0 1.7
Funmnmsc M (1955-1974)
DIEWERT PRED 9.5 14.1 3.4
, LDGISTIC PRED 5.1 12.8 1.9 0 1
GLASS PROD  (1965-1974)
DIEWERT PRED 11.8 .0 2.5 .0 .4
LDGISTIC PRED 2.7 R 1.0 20 H
STONE+CLAY PR (1985-1974)
DIEWERT PRED 4.0 .0 6.3 .0 .5
LOGISTIC PRED 2.9 0 4.1 ) 5
"PRIM NON-FERR (1965-1974)
DIEWERT PRED 2.9 .0 2.8
‘ PGS Ic PRED - 0 1.5 0 8
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Table 5.3 (Cont'd)

SUMMARY TABLE
AVERAGE ABSOLUTE PERCENTAGE ERROR

FITS OF PRICE PREDICTED AND LOGISTIC PREDICTED POINTS AROUND ACTUAL

" WATER

FAB STRU MET _ (1
DIENERT PRED
LOGISTIC PRED
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DIEWERT PRED
LOGISTIC PRED

OTH MACH EXC  (18865-1874)
DIEWERT PRED
LOGISTIC PRED

COMMUNICATION (1985-1974)
DIEWERT PRED

LOGISTIC PRED

ELEC MACH+EGP  (1385-1974)
DIEWERT PRED

,  LOGISTIC PRED
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regression fits where the sum of squafed errors are minimized for each
mode. The result is that the Diewert equation will always do betterrin‘
estimating total tons while the logistic curve has an edge in individual
modal estimation. To compensate for these biases the modal predictionms
of the logistic technique were adjusted so as to reduce the. total error
of the estimate across all modes for each industry to the level of the
Diewert predictions., This was done by adjusting, by the same amount,
the logistic prediction for each mode so that the sum of these modal
predictions equaled the sum of Diewert estimated modal predictions for

each period.

The resultg of this adjusted comparison are, for the 85 non-zero
fit comparisons, 20 AAPE fits were better for the Diewert equation and
60 were §etter for the logistic3 'Vfiv.ve were the same., Bre#king this
dowﬁ by modeh.‘ 29 péréent, of the rail fits v?ere better usi.ng Dievwertfa'n.c;
66 per<»:ent; were better using the logistic trends; for water, logistic:
100 percent; for truck, Diewert: 26, percent, logistic: 65 éercent;'
and for pipe, Diewert: 33 percemnt, logistic: 66 percent. Looking at
t tﬁev summary AAPE'S in the laAst row of the table we see that the érror of
“fie;iic-ti;bn' of ‘;theﬂ’Diewe‘rt équétions across all sectors w?s on average

higher for‘all modes relative to the logistic predictioms.

Why ciidn"t more of the Diewert equations do better? To a certain
extent the déck was stacked in favor of the logistic curve fits because
these preditions come from ordinary least squares regressions where rthe
sum of the squared errors are minimized for each mode with no imposed

constraints. However, since economic theory dictates that the
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cross-price effects between modes are equal (bij‘= bji)’ imposing this
condition on the estimating equation, as the Diewert technique does,
produces a fit which is nearly always worse than a minimum least squares

£it for each mode.

A closer look at some of the superior logistic predicted fits can
also shed some light on why the logistic trend technique so often out

performed Diewert. Looking at AAPE's for truck, 15 sectors show

logistic fits to be significantly better. (These are sectors where the .

Diewert AAPE is more than 50 percent greater than the logistic.) Of
these, eight show more than 50 percent of the truck shares to be hauled
by private truck. The worst Diewert fits are for ~Other Transportation

Equipment,” and “Stome and Clay Mining~ with AAPE's of 17.4 percent, and

"13;2/percent.:espeetively,. For the first, the private truck share is 70

' percent. The high AAPE's for the sectors with high private truck shares

probably reflect interpolated points since the only readily available —

data for this mode comes from the Censug of Trapmsportation, which is

published approximately every five yeare. Consequently, tons shipped‘by

" truck, made up mostly of 1nterpolated private truck data, will not be as
ff:responsrve to prlce changes from the Diewert equations as it will be-to
"itrend equatlons such as the loglstlc curve since the data ltself is

~created using a trend between known p01nts. Trend analysis will always
outperform other equations explaining these points. The second sector
with a particularly large AAPE, “Stome and Clay Mining has only 12
percent of the truck tonnage hauled privately. Hewever. the data shows
almost perfect linearity in the trends for both the private and

. commercial trucking which leads ome to suspect the commercial truck
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numbers for this sector are also interpolated points.

The existence of possible errors in the data base, such as
interpolated numbers, points up the strengths of the Diewert equation.
Given inexact data with possible errors in measurement, this technique
bala;xces the raw precision of regression analysis with economic theory
by putting constraints, derived from theory, on the esfimated
parameters, in order to correct for imperfect data. By inforcing the
property of symmetronn the price coefficients the number of
observations for estimating each price coefficient is doubled.
Consequently, price effects are estimated where data that 1is
iqconsistent across modes is discounted. Howevér. applying this

constraint naturally lowers the simulation fit for particular modes

since less weight is given to some data. Here we see, then, that while

not all Diewert equation fits are the best possible, the results make

" economic sense,

Comparing Forecasts

.”;i ﬁdﬁ AO ghe‘bieﬁertgandvlogistic curve forecasts compare? Graph 5.1:
ﬁre;eﬁﬁs pfé&ictionéifo¥xtwo selected sectors.‘.These éraphs sho§
plotted pointsrfof fhe Faucett actual data (%), the Diewert predicted
data (+);,and the logistic curve predicted data (0). Included for each
sector aré forecasfs for each mode and all modes combined. Also
“included is a 1985 point prediction'made by Jack Faucett Associates
' using £he same data set as in this study. The 'F on each plot and the

value in the first column for 1985 show the Faucett prediction in
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COMPARISON ;| ALTERMATIVE FURECASTS

CRUD PETROMNA SHIPPED BY WATER

ACTUAL  DIEMERT PRED

CRUD PETRO#NA SHIPPED BY PIPE
ACTURL  DIEMERT PRED LOGIST PRED

401041,
433888

528431,
J35216.

i

*ane

0.
0.
0.
g.
0.
0.
0.
0.
Q..

0
660881.

Q

0.

Q...

0.

0. .

388673
234582,
497306
581474,
£58247

FAUCETT FORECAST(F) ACTUAL(#)  DIEWERT BASE RUN(+)  LOGISTIC SKIRT RUN(O)
{1000 TONS)
LOGIST PRED
98382, 1963 W a0 . * * * * ¢ .
89324, 1386 +0
83583, 1567 0
100378. 15988 0 —
100438. 1859 0 _—
100012. 1970 O
96888. 1971 ‘O - -
g7848. 1972 0
S8674. 1873 0
§7891. 1874 +*0
SE72. 19788 T ottt T Tt et e e e e e e e w e
100280. 1975 ¢ o+
3 T
. * O+
. 1978 s o+
197. 19860 ¢ 0+
§7414. 1881 ¢ 0 +
. 1882 & 0+
85371, 1963 # 0+
BA42R. 1584+ 0 <+
83441, 198 0+ F
92888, 1986 0 +
92748, 1987 + 0 +
S}ﬁ- 888 + 8 +
. + *
0. gg: ° : * * . . * * *
0. 150000. 300000. 450000. 600000. 750000, 800000, 1050000. 1200000,
(1000 TONS)
[ 3 * * R *- R 2 . 2 +* +
41951S. 1883 +0
442538. 1988 «0
484780, 1857 .0
489643. 1988 0
S{1143. 1889 .0
B * o -
558008, 1972 o+
S8se21. 1873 +0
800760. 1974 . X
L ggTet v vt e e e P T B R
639488. 1576 ¢ +0
888311. 1977 ¢ +0
. 1978 # +0
711388, 1979 ¢ +0
929773. 1980 + + 0
744883, 1981 « + 0
.osaz e - + 0
770304, 1983 & + 0
S, 1984 @ +
. 1883 F o+ 0
810413. 1888 ¢ + 0
824797, 1867 » “ + 0
838175, 18968 # : + °
. S89 + +- L
. 1930 s + ¢
- L * * * * + L L [ ]
0. 130000, 300000. 450000. B00000. 7S0000. 800000. 1050000. 1200000,
ALL MIDES  (1000.TONS) ' C
. - . r's . - LR - +
. 1988 +0
551018, 1958 had
S82780. 1867 L2
608044, 1968 0
629208, 1988 LA
647368, 1970 0 +
B47284. 1871 0+
6723Z7. 1872 o+
700820. 1873 +0
714614, 1874 + 0 .
mlu. g.: [ 1 l - . - . ° w A
Bk s 0.,
807838. 1978 ¢ *%
826215, 1979 ¢ %
844217. 1980 ¢ b4y
858477, 1881 + <0
- 282 ¢ . +0
881887, 18831 ¢ AN
29. 1884 ¢
. iess +F0
918225, 1986 *O
L 3
: %' 0, oo
. * .
s7As21. g: . . . . . o0 . .
150000. 300000, 430000. 600000. 750000.. 8500000, 1630000, 1200000,

Graph 5.1
Comparison of Predictions
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Graph 5.1 (Cont'd)

COMPARISON : ALTERNATIVE FORECASTS FAUCETT FORECAST(F) ACTUAL(#) DIEMERT BASE RUN(+) LOGISTIC BXIRT RUN(O}
15 e SHIPPED BY RAIL {1000 TONS)
ACTUAL DIENERT PRED  LOGIST PRED . . . .
L ] L 2 * * L ]
39g88. 25180, 43758 ,
gus  An 4R = ‘g0
38430, :osssi 36643, s 0~
34026. T 5‘523% 570 PR
33165. 13073, 2338, 197 -+
348 i Pomz. 15m o+
=R R :oo&u“: g74 w®
g. - mm.gﬁ.:.....zg.................
g ER 5
0. 26773, 28263. 1579 ¢ +0
0. 26802, 28375 1880 * +0
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38946. ot sk 158 o+ F
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o 3125 s, 1287 o Ky
0. . 05 1909 ¢ 0+
0. 37808, 27248, 1280 ¢ 0
L ] * * R4 L ] * R4 +* *
0. 15000,  30000.  45000. B0000. 73000, 80000, 105000. 120000,
13 COENT SHIPPED BY TRUCK (1000 TONS)
ACTUAL DIEMERT PRED  LOGIST PRED . . . . . . . . .
g7017. 82318, %6650, 1863 0 -
sgxs). 85720, 57070. 1966 . o
46752, 45631, S7934. 1887 s 0
56082, s6s30. fsu. 1% vo ..
9633 175. §1171. 1870 -
&8 @251, 373, 1911 °
. Z23 X 153 : «0s
73068, 73735, N34, 1% : o+
°. 1. . 1 l. L] . . . . . - - . L] . - Y . .’.. - . » L ] - . -
0. €8153. S ;e 8.‘6 .
o.. 71388, Sa288. 1877 ¢ o
o. 78181. 73083, 1978 ¢
0. 84752, 83023, 1879+ 0+
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" 0. 81400 9581E. 1882 ¢ + °
o. 92181, 95040, 1983 ¢ . %%
0. 82537, 102143, 1394 * ; : °
81697, 83386, 1 T 18es -
0. 83580, 107307, 198t o + .
o. 83520, 110681, 1987 ¢ s o
0. 84366. 113532, 1388 ¢ : 0
0. 94B5S. 118520, * . 0
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e . RS - K T - * » . -
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105774, 104g82. 107428, 18 o ’
108418, 099:5, oo, 27 A
1186861, 18330, 08830, {968 8 .
101635 03183. 04124, 1970 +0
107008, 08020, 08304, 1871 °
120861 20629, 19884, 1972 ¢
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°. ‘m. m. m-’ ¢ & & % s s & s e e & e e v e e 8 * s @ « s e
0. 00401 . 00417. 1976 ¢ 8
. o%vo. 03847, g7 + 0
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$ En  EE E
0. 34427, 418, 1983 ¢ : + 0
0. 26031, 44542, 1984 + + 0
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0. : 82826, 1987 + + 0
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0. N 61845, 1890 # . + °
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thousands of tone shipped. For the Diewert predictions, the indexed
transport price series developed for the esf:imation proceciure was used
out to 1976, The remainder oé the forecasted period was calculated
using transport prices gemerated by a standard run of the INFORUM price

model.

The set of plets for 6: Crude Petroleum and Natural Gas show
eubstitution toward more water transportation and less pipeline use than
would be exéected from pure trend extrapoletions such as the logistic
curve estimates. Water tramnsport turns up rather than continuing to
decline and pipeline slows its increase slightly due to changes in the
relative prices fo; these modes. Both Faucett 1985 predictions agree
vit‘h this scenario. For tons shipped by all modes it can be seen that.
the sunnnat:.on of the 1nd1v1dual loglst:.c curve extrapolat:.ons forecast
hlgher tons sh:l.pped than does the Diewert equat:.on. Since the sumat;.on
of the Dlewert predictions must‘equal. on average, the total tons
logistic curve we see here that the summation of the individuel mode
‘log:.stz.c curves can miss a total-tons trend. The Diewert equations, of

L‘fcourse. are bound by thls constraint. The Faucett prediction is in-

8 o close agreement w:.th the Diewert value for total tons sh:.pped in 1985..

The next eet of plots --tomnage fore’c‘:asts for 15: -Cement -= show
' subst_ii:ution first away from, and then, slowly, toward rail services.
By 1“984.7 rail services are above trend while truck services start to
fall below trend in 1980 as the result of relat:.vely higher truck rates
than in earlier years. Aga:.n. the Faucett pred:.ct:.ons agree, and here

again, the summed logistic curve estimates over predict the trend for
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total tons by all modes. We see that while the logistic curve often
produces the best fit, the logistic extrapolations produce results which

are inconsistant since they are not constrained.

7 T EX-Post Forecasting

To test the forecasting ability of the Diewert technique versus the
logistic technique, a period outside the estimation period is picked for
simulation. Though data on tons shipped by mode exists only for the
period 1965 to 1974, total tons shipped by each mode is available
through 1978 from trade associations, the Interstate Commerce
Commission, and other sources. This data is gathered and published by
the Transportation Association of America (TAA)22, By summing across
commodities for each mode, Diewert and logistic curve forecasted téns

can be aggregated and compared to actual totals.

The plots in Graph 5.2 show the results of this exercise. Plotted
are the TAA actual tonnage data (*), the Diewert estimated tonnage (+),

and the logitic curve data (0) for the 1965 to 1978 period. The TAA

' . data has been indexed to equal the JFA data in 1972. The plots ‘

' presented are for tons shipped by rail, water, truck, pipeline, and all
tons shipped by all modes. AAPE values have been calculated for both
types of estimates around the TAA actuals for the period 1975 to 1978.

These values appear at the top of each graph.
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Graph 5.2
Total Tons Predictions

SUMMARY OF MODAL SHIPMENTS BY ALL INDUSTRIES

CONPARISUN : ALTERNATIVE FORECASTS FAUCETT FORECAST(F) ACTUAL(#)  DIEWERT BASE RUN(+)}  LOGISTIC SKIRT RUN(O)
TOTAL TONS SHIPPED BY RAIL
*sFITee DIEWERT PRED 1(S75 - 1978 AAPEs 11.0

+F1T+e LOQISTIC PRED 1373 - 1978 AAPEs 8.9
ACTUAL  DIEMERT PRED  LDBIST PRED

L 4 * * * t  J * * E 4
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1589842, 1621834, 1584277, 19N L]
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0. 1743479, 1682595, 1979 # 9+
0. 1804080, 1723802, 1980 & 0+
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0. 1970378, 1828773, 1863 » [ 2.
0. 2031063, 1883330, 1884 » [} +
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Q. 2208353, - 1975380, 1987 ¢ : 0 +*
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0. 2324431 20391448, 1989 ¢+ 0 *

0. 2383308, 2090822, 1920 » : . . 0 >
- - - - * * » * . * - »*-
0. 330000. 700000. 1030000. 1400000. 1730000. 2100000, 2450000. ZBOOOOO.
TOTAL. TONS SHIPPED 8Y WATER
soFITee DIEMERT PRED 1975 - 1978 AAPEs 6.8
#oFITae LOGISTIC. PRED 1573 - 1978 AAPEs 4.3
ACTUAL DIEWERT PRED  LOBIST PRED

L 3 * * * * t & . 4 *- ; *
793172.. 821742, 830484. 18967 . L] :
834802, §7622s. 883871. 1968 +0
841174, 877803, 863101.. 1987 *0
SI0248.. 833804 839313, 888 0.
916838, 823282, 904638. 1569 - .2
945806, 93282, 28452, 1870 -3
949223, 902324, 908828, 1St ) [ X3
880274, 948799, 960258. 1972 i o
882463. 988394, 1008814. 1973 . 0
g74788. . 9684490, P|A22. 1374 +0
947418, 948737, 834104, 1973 ]
978888, 1038977, 1023980. 1978 . * 0
970418, 1085092, 1038378, 1977 : s0
1002180. 1110318, 1070331, 1978 : ¢ O
0.. 1148453, 1100108, 1879 & e+
Q. 1184120, 1128130. 1980 0+
0. 1208484, 1148834, 1981 ¢ 0+
[ 1233388, 1169873, 1982 # 0+
0. 1298118. 1191118, 1983 » Q9+
0. 1282223, 1212042, 1384 » o *
1320093, 105288, 1202292, 1s8S 0 +F
0. 1331048, 1234730, 1988 + 0
0. 1358781. 12771123, 1987 ¢ 0+
0. 1382897, 1298808. 13988 » 0 +
0. 1408233, 1322704, 15099 * 0 +
0. 1438220, 1343923, 1990 ¢ . 0
' *- . L 4 & * L 3 : 4 » 4 »

0. 250000, 500000, .750000- 1000000. 1230000. 13500000. 1790000. 2000000..
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COMPARISON : ALTERNATIVE FURECASTS

TOTAL TONS SHIPPED 8Y  TRUCK

"~ ACTUAL

1284482,
1383108,
1444182,
1417343,
1383891,

1430833,
1457468,
1513826,
1587404,
1330284,

1383103,
1343136,

1677418,
1789000,

Q.-

0.
o‘
0.
0.
o.
2184010,
0.
00»
0.

. 0.

TOTAL TONS

13142734,

DIEMERT PRED  LOGIST PRED

1202347,
1225038,
1181383,
1231344,
1323131,
1347034,
1387334,
1488127,
1377083,
1580083

19221%8.
1662747,

1727092,
1818807.
1903337,
1982247,
2034401,
2089547,
2144221,
2193337,
2230038,
2302870,
2355014,
2810378,
2463413,
2521498,

SHIPPED BY

DIEKERT PRED
614188,

728108.
772523,
822843,
g77304.
883392,

928837
- TEeSZIEL

932087,

g732183..

1044819,
1048723,
1078887,
1088334,
1120671.
113895S.
1133201,
1167808,
1183005,
1195003,
1214748,
1232181,
1248714,
1287243,
1284800.

*#F1Tss DIEMERT PRED 1975 - 1978 AAPE: 6.2
*aFITa+ LOGISTIC PRED 1979 - 1978 AAPE= 8.3
L & L B * * + *
1128103,  188% 0+
1173935. 186 0+ »
1211181, 1887 0 *
1280537, 19868 0 e
1333403, 19858 0
1356194, 1870 0
1377003, 1971 0
1518877, 1372 +*0
16012%6. 1973 +0
1532508, 1974 *0
1307951, 197S + 0
1652315, 1978 .0
1708343, 1977 0
1604434, 197 0
1898038, 13973 » o+
1986230. 1980 +# 0
2048518, 13981 » 0
2111327, 1S82 +
2175384, 1983 +
2239225, 1594
230Z788. 1S8%
2363314, 1988 ¢
2423131, 1887 »
2487728, 1968 #
2550842, 1989 &
2815101, 1830 #
» L ] * » »
0. 400000. §00000. 1200000. 1500000,
PIPE
sef[Tes DIEWERT PRED 1975 - 1978 AAPE= 3.8
#5FITes LOGISTIC PRED 1973 - 1978 ARPEs 7.8
LOGIST PRED
* * * L & * *
§398970. 1953 +0
879047, 1588 0
718208, 18867 0
768480, 1388 0
808840, 1383 (]
844843, 1970 =0+
880857. 1971 0+
914803, 1972 0
“S8%ON. 1IN k. )
992083, 1974 + 0
1002973. 1973 *4.
1096813, 1978 L
1123227. 97 + 0
1170183. 1978 +20
. 1978 + + 0
1248985, 1900 # + 0
1285330, 1981 # + 0
1316478, 1882 + *
1348383. 1983 ¢ +
1379921, 1984 * >
1410103, 1989 F+
1448392, 1988 * *
1480853, 1967 # - +
1515254, 1988 » +
1548548, 1989 + *
1983783, 1880 ¢ *
R * +*- -
0. 250000. 500000, 730000.
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The results show that the AAPE's are higher, implying worse fits,
for the Diewert equations than for the logistic equations for rail,
water, and truck., The Diewert fit is only slightly worse for total tons

shipped by all modes and the Diewert fit is better for pipelines.

While it appears that the logistic curves come out the winner, a
look at the actual points for 1975 through 1978 shows that both logistic
and Diewert predictions are close and both significantly over-estimate
total tons shipped by rail, water, and truck for the 1975 to 1978
period. This point is best seen in the last plot. Here, total toms
shipped by all modes show that tons dropped significantly during the
recession of 1974 and never fully recovered. The logistic and Diewert
predictions for total tons, which are essentially the same, are tied to
the output of the economy which recovers after 1974, The TAA data
surprisingly never does. It appears from this data that tons shipped
per dollar of output drops off after 1974 and never fully recovers. It
is interesting to note that the Faucett predictions agree with the

Diewert and logistic expectations of a snap back after 1974,

It appears then, that the poor AAPE fits show less that the Diewert
technique is a poorer predicter than the logistic method than that both
techniques missed the unexplained drop off in transport demand after the

1974 recession -- a drop off which is unfortunately outside the range of

the data on commodity shipments used for estimation.
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Price Sensitivity Test

How sensitive ﬁre the industry modal split decisions to a change in
transport prices? This section analyzes this question by applying the
Diewert price sensitive equations to altermative transport price
scenarios. A comparison is made of forecasted mc;dal demands for tons
shipped under differing price scenarios. Yearly forecasts to 1990 were
made of tons shipped by each mode for each industry. The procedure for
forecasting tons shipped was carried out using the following equation

for each industry,

Tons of an industry's output ;Ti. shipped by mode i are forecasted Sy.
‘multiplying projected industry output ,Q, times the trended total tomns
marked quotient ,T/Q, and this is multiplied by the forecasted modal
share ,5; The industry outputs are forecasted from 1976 to 1990 for
200 sectors of the U.S; economy using fhe INFORUM forecasting model and )
these ﬁumbers #ref aggregated up to tﬁg Faucett commodity level. The‘ |
total tons market quotients are extrapoiétions of the ciuotient trénds
estimated in Step One using the logistic curvé techgique. Modal shares
are forecasted by adding forecasted transport prices to the estimated

Dievert price equations shown in Appendix. D.
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Price Scenarios

Two tramsport price forecasts were generated. V'The first was
produced from a standard or "base run of the INFORUM price model. vThis
model forecasts prices for the 200 INFORUM .éectors' using a
cost-pass~-through technique where output prices cﬁange as the resuit of

the changing costs of inputs into their production.23

An alternative' price run was made where it was assumed that 'tfuck |
productivity would remain at its 1976 level rather than continue the
upward trend evidenced in the base run. The flat productivity
assuﬁption. when added to the INFORUM modelj, geﬁerated new forecasted
labor requirements to meet expected transport service demands. Adding
thve.s.e-‘_l‘abpr requirements .tq”the prj.ce submo@el caused significant unit
I;bor cost increases leading to higher truckrtra.nsport‘ prices. The.

following table shows the two sets of forecasted truck transport pricés‘..

Truck Service Price Forecasts (Indexed to 1976)

o 1976 1980 1985

,Base.ruﬁ. price. A | 1.00 1.30 1.68 .

‘" Comstant truck productivity price  1.00 '1.35 1.80
Alternative Scemario Ton Forecasts.
Feeding the two price forecasts into the Diewert price equations

and adding the resulting'm'odal share predictons to equation (5.5) above .'

‘produced two forecasts of tons shipped. These results are listed in
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Table 5.4 for the 38 industries for which Diewert price semnsitive
equations have been estimated. The first two groups of numbers show the
change in tons shipped using the baseline price forecast, ~BASE,” and
the alternative constant truck productivity price forecast. “ALtl:." The
numbers show the predicted 1980 and 1985 tons shl.pped by each mode
divided by the 1976 value. The last two columns show the percent
difference between the baseline and alternative ratios for both years.
The last set of numbers at the hottom of the table are calculated from a

summation of modal shipments over all industries. A look at these last

numbers summarizes t‘he impact of higher truck transport prices. By
1985 > tons shipped by truck have decreased 4.9 percent relative to BASE
while rail, pipe, and water tons have increased by 2.8 percent, 1.2
percent, and 1.54 percent respectively due to an approximately seven
- percent increase in the prices for truck services. ‘ 'fhe comolete effect
-of an increase"inthe”price of truck se"rvices oonld also have‘ to »i.nchluidet
a decrease in the demand for shipping services in general, as productiom
of the rest of the economy ad;usted to’ lowered truck product1v1ty. To
model this it would have been necessary to feed the h:.gher prlce.”

scenarios back into the INFORUM model in order to see the change :.n

total transport serv:.ces demanded by each of the 200 sectors as the:.r B

productlon levels changed. This was not_‘ carrled out, however. since it
“would have' obscured the substitution between modes coming strictly fromv
the Diewert price sensitive equations. | By holding total tons shipped
constant, Table 5.4 expﬂlicitly show‘s the 'price sensitivity of the
‘Diewert price equations because only the pnre substitution effect
between modes, as the result of changing modal prices, is allowed to

 OCCUT..
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Table 5.4

TRANSPORTATION PRICE SENSITIVITY TEST
COMPARISON : ALTERNATIVE DIEWERT FORECASTS (TONS DIVIDED BY 1876 TONS)

___BASE — ALT PCT-DIFF —
— 1880 1885 1980 1885 1880 18985
1 GRAINS
, RAIL 1.15 1.40 1,15 1.40 .0 )
WATER 1.16 1.38 1.18 1.44 1.7 4.8
TRUCK 1.15 1.41 1.14 1.38 -.7 =2.1
. PIPE : .00 -00 loo .oo I° -0
3 IRON ORE
: RAIL 1.27 1.41 1.27 1.41 0
WATER 1.30 1.48 1.30 1.46 .0 .0
TRUCK .00 .00 .00 .00 0 .0
PE .00 . .00 . Y] .0
4 COPPER ORE
RAIL 1.18 1.17 1.18 1.17 .0 0
WATER .00 .00 .00 .00 .0 .0
TRUCK 1.18 1.17 1.18 1.17 .0 .0
PIPE .00 00 .00 .00 .0 .0
S CoOAL
RAIL <93 1.07 .83 1.07 =l .0
WATER .86 1.05 .8 1 -.0
TRUCK .00 .00 .00 .00 0 .
‘ oo PIPE .00 .00 .00 .00 .0 .0
8 CRUD PETRO+NA ‘
warkk o9 0% 098 % 4 S
TRUCK . 00 . .00~ .00— .0 .0
, PIPE 1.07 1.13 1.07 1.13 -.1 .0
7 STONE+CLAY MI : T
- RAIL t.18 1.38 1.20 1.48 2,2 7.3
N WATER 1.23 1.38 1.25 1.48 1.8 5.2
‘ ; TRUCK 1.28 1.47 1.23 1.27 -4.3 ~-13.2
‘ . . PIPE .00 .00 .00 .00 .0 .0
8 . CHEM+FERT MIN . : _
o0 WATER 1.32 1.353 1.32 1.353 .0 .0
TRUCK 1.32 1.353 1.32. 1.33 .0 .0
o PIPE. 00 .00 .00 .00 0 .0
g LOGS : ‘ ' :
RAIL 1.1 1.40 1.20 1.44 7 2.9
WATER 1.26 1.23 1.37 1.50 8.3 30.7
TRUCK 1.20 1.42 1.18 1.34 -1.8 =~5.1
PIPE .00 .00 .00 .00 .0 .0
10 LUMBER
RAIL 1.08 1.13 1.10 1.20 1.7 8.7
“ATER L[] 00 . 00 ] 00 ' .00 [] 0 . o
TRUCK 1.13 1.13 .11 1.07 -1.8 -5.8

PIPE 700 .00 .00 .00 0 .0
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Table 5.4 (Cont’d)

- .
TRANSPORTATION PRICE SENSITIVITY TEST
COMPARISON : ALTERNATIVE DIEWERT FORECASTS (TONS DIVIDED BY 1976 TONS)

11

12

i3

14

15

i6

.20

BASE ALt PCT DIFF
1980 1885 1880 1985 1880 1885
PULP.PAPER, PP :
RAIL 1.21 1.42 1.21 1.42 .0 .0
WATER .00 .00 .00 .00 .0 .0
TRUCK 1.21 1.42 1.21 1.42 .0 .0
PIPE .00 .00 00 .00 .0 .0
INDUST CHEMIC
RAIL 1.20 1.35 1.20 1.35 .0 .1
NATER 1.20 1.35 1.20 1.35 .0 .0
TRUCK 20 1.35 1.20 1.3% -.0 -.1
PIPE .00 .00 .00 .00 .0 .0
MISC PETROC PR
RAIL .00 .00 .00 .00 .0 .0
WATER 1.20 1.38 .20 1.38 3 =.1
TRUCK 1.20 1.42 1.18 1.35 -1.0 -4.8
PIPE 1.098 1.20 1.08 1.25 . 3.9
FUEL OIL '
RAIL 00 .00 00 .00 .0 .0
WATER 1.06 1.12 1.06 .12 .0 .0
TRUCK 1.07 1.14 1.07 1.13 -ed =1.9
- PIPE 1.05 1.10 1.05 1.1t 2 .9
CEMENT .
B 148 L35 %86 88 S:3 1.3
TRUCK 1.31 1.37 1.28 1.27 -2.3 -7.4
‘ PIPE. .00 .00 00 .00 . .
STEEL
RAIL 1.14 1.26 1.18 1.41 3.5 1.7
WATER .00 .00 .00 .00 . .0
TRUCK 1.18 1.22 1.15 1.1} -2.9 =8.5
PIPE .00 .00 00 .00 .0 .0
17 HOTUR UEHICL .
o : -RAIL 1.24 1.37 1.25 1.38 4 1.4
WATER .00 .00 .00 .00 .0 .0
* TRUCK 1.25 1.36 1.24 1.35 -.4 -1.2
PIPE .00 .00 .00 .00 .0 .0
OTH AGRIC PR
RAIL 1.00 1.1t 1.04 1.25 4.0 13.3
WATER .00 .00 .00 .00 . .
- TRUCK 1.04 1.08 1.02 1.04 -1.2 =-3.9
PIPE .00 .00 .00 .00 .0 .
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Tabld 5.4 (Cont'd)

TRANSPORTATION PRICE SENSITIVITY TEST
COMPARISON : ALTERNATIVE DIEWERT FORECASTS (TONS DIVIDED BY 1876 TONS)

21

23

25

26

27

28

29

119

BASE ALT PCT DIFF
1880 18985 1980 1985 1880 1985
OTH NON-FERR -
RAIL 1.23 1.46 1.22 1.46 -.2 0
WATER 1.45 1.33 1.47 1.33 1.0 -.0
TRUCK 1.26 1.44 1.26 1.44 .0 .0
PIPE .00 .00 .00 .00 .0 .0
FOOD.TOBAC P
RAIL 1.13 1,32 1.15 1.39 1.6 §5.2
- NATER .00 .00 .00 00 .0 .
TRUCK 1.15 1.30 1.14 1.25 -1.3 -4.0
PIPE .00 .00 . .00 .0 .
TEXT+LEATH PR
RAIL 1.23 1.35 1.23 1.35 <0 .0
WATER .00 .00 .00 .00 «0 .0
TRUCK 1.23 1.35 1.23 1.3% .0 .0
PIPE .00 .00 [ -00 .0 -0
PAP PROD(-)CO ’
RAIL 1.18 1.40 1.2¢ 1.51% 2.5 8.2
WATER «00 .00 .00 .00 .0 .0
TRUCK 1.18 1.34 1.16 1.23 -2.6 -8.5
PIPE .00 .00 . 00 . .
PRINT MATT+PP : { ‘ 8. 29
wRitk  1:88 t:38  :gh t:98 8 2.8
TRUCK 1.23 1.44 1.22 1.39 -.9 -2.8
PIPE .00 .00 .00 .00 .0 .0
OTH CHEMICAL
RAIL 1.08 1.14 1.08 1.16 .- 1.7
WATER .00 .00 .00 .00 «0 .0
TRUCK .88 .95 .86 «91 -1.3 -4.5
PIPE 00 .00 .00 .00 .0 .
. - PLASTICS o
o , RAIL 1.47 1.89 1.48 1.86 1.0 3.3
WATER .00 .00 .00 .00 .0 0
o PIPE .00 .00 .00 .00 .0 .0
DRUGS+PAINTS |
, RAIL 1.1 1.28 1.17 1.82 8.0 18.2
WATER .00 .00 .00 .00 .0 .0
TRUCK 1.14 1.23 1.13 1.18 -1.1 -3.4
PIPE .00 .00 .00 .00 .0 .



Table 5.4 (Cont'd)

TRANSPORTATION PRICE SENSITIVITY TEST
COMPARISON : ALTERNATIVE DIEWERT FORECASTS (TONS DIVIDED BY 1876 TONS)

31

32

33

34

35
3.
-

38

40

.00
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BASE ALT PCT DIFF
1880 1885 1980 1885 1880 1885
RUBBER PROD
: RAIL 1.28 1,52 1.31 1.83 2.3 7.7
WATER .00 .00 .00 .00 .0 .
TRUCK 1.32 1.50 1.31 1.47 -.8 -2.4
PIPE . .00 .00 .00 .0 .
OTH WOOD PROD ‘
, RAIL 1.38 1.70 1.40 1.83 2.1 7.1
HATER .00 .00 .00 .00 . .
TRUCK 1.44 1.70 1.41 1.57 =-2.3 -7.4
PIPE .00 .00 .00 . . .0
FURNIT+MISC M
RAIL 1.20 1.28 1.20 1.30 .6 1.8
WATER 1.21 1.25 1.24 1.33 2.3 6.6
TRUCK 1.20 1.28 1.20 1.26 -.4 -1.2
PIPE .00 .00 .00 .00 .0 .0
GLASS PROD
. RAIL 1.21 1.83 1.31 2.02 8.1 23.8
L ‘ ”ATER .00 .00 .00 L) -0 -
Ceweoew. - TRUCK 1.18 1.32 1.16 1.25 -1.7 -5.4
, ~ PIPE .00 .00 .00 . .0 .
STONE+CLAYRR®L  1.23 1.43  1.24 1.47 .8 2.8
‘ HATER .00 .00 .00 .00 .0 .
TRUCK 1.22 1,33 1.20 1.27 -1.4 -4.5
PIPE. .06 .00 .00 .00 .0 .
PRIM NON-FERR '
RAIL 1.33 1.6t 1.34 1.67 1.2 3.9
WATER .00 .00 .00 .00 N
TRUCK 1.34 1.58 1.33 1.54 -.8 =3.0
o : PIPE .00 .00 .00 .00 .0 .
FAB STRU MET '
. MWATER .00 .00 .00 .00 .0 .0
. TRUCK 1.21 1.27 1.21 1.28 -.4 -1.3
- . PIPE .oo -00 .00 loo .0 .
ORD+MISC FAB
: RAIL 1.10 1.34 1.18 1,87 7.8 24.9
WATER .00 .00 .00 .00 .0 .
TRUCK 1.18 1.31 1.17 1.24 -1.7 -5.6
PIPE .00 . .00 .00 . .
OTH MACH EXC
RAIL 1.04 1.08 1.06 1.14 1.8 6.2
WATER .00 .00 .00 .00 T W0 .
TRUCK 1.08 1.07 1.65 1.05 -7 =2.1
PIPE .00 .00 .0 .



Table 5.4 (Cont'd)

TRANSPORTATION PRICE SENSITIVITY TEST
COMPARISON [ ALTERNATIVE DIEWERT FORECASTS (TONS DIVIDED BY 1876 TONS)

SUMMARY OF MODAL SHIPMENTS BY ALL INDUSTRIES

BASE ALT PCT DIFF
1980 1985 1980 1985 1980 198S

TOTAL TONS SHIPPED BY
RAIL

1.12 1.29 1.12 1.32 .8 2.8

. WATER 1.13 1.25 1.14 1.27 o7 1.5
TRUCK 1.19 1.35 1.18 1.28 -1.9 -4.8
1007 1-14 ' 1.07 1.16 - 1-2

PIPE
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Step Three: Consid . £ Di Hauled

Tons shipped by mode per dollar of output can be calculated by
multiplying the total-tons market quotients times modal shares estimated
in steps one and two above respectively. However, in order to calculate
and forecast an I/0 coefficient of transport services demanded per unit
of output, consideration must be taken of the changing distance of hauls
for each mode since this ﬁill also effect the measure of shipping
services provided. The only data that identifies the distance of haul
by mode and commodity is found in the Census of Transportation.24 Using
this date for 1972, the most recent year of‘the census available when
this work was done, and assuming the total shipment distance by all
modes for each commodlty remains constant over'tlme. an adJustment can
be made to the distance of haul by mode shipped as the result of modali
substitution. The 1972 data shows the average length of haul by mode
and commodity shipped and reflects the fact that different(modeswj
"specialize in different lengths of haul. To the extent that one moder
[_captures‘the-freight hanls of another mode, the gaining mode's average

frelght hauls should 1ncrea3e or decrease dependlng on whether the

o captured hauls are coming from a.mode whlch averages longer or shorter

hauls. Usingna.technique developed by Jack Faucett Associates (JFA),
each mode's average distance of haul is adjusted to reflect the gain or
loss of its longer or shorter hauls as is modal share changes depending

V'on the aﬁerage length of haul of the substitute modes .23
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Application to the A Matrix

Looking at equation (5.1) we can see that including the average

distanci of haul for each mode, Mi' in the equation produces a measure

of transport services demanded per dollar of output for rail, water,
pipeline, and truck. These transportation I/0 coefficients were
calculated for the 38 sectors where the Diewert equations were used.
For consistency, the transport I/0 coefficients for the remaining
sectors (vthi.ch represented less than ten percent of the total tonnage
shipments) were calculated using the logistic curve estimations

calculated and presented in step two above.

While there exists matching INFORUM A matrix transportation rows

: for raz.l. water. and p:.pel:.nes so that the changes in these transport ‘

"I/0 coeff:.cxents can be added directly to INFORUH. the A matrix handles

truck. x.nputs differently, breaking truck sh:.pments lnto commercial and

private. Commercial truck has is own row while private truck demand is

represented by pnrchases of the components of private truck services

_ which are inputs i.nto each industry. The major intermediate component

‘ ‘_.lnputs representzng pr:.vate truck are INFORUM sectors. 672

Miscellaneous Chemical Products. 76: Petroleum Refx.n:.ng. 77: Fuel 0il,

80: Tires and Inner Tubes,, 145: Motor Vehicles, 183: Insurance and,

190: Auto Repair.

For trucking services then, the calculated trucking service 1/0

' coefficients were divided into private and commercial using modal share

splits estimated with logistic curves above in Step two, for the two
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modal categories. The commercial truck row was adjusted by the change
in the commercial truck portion of the truck I/O coefficient
calculations derived by equation (5.3). For private truck, first a
weight had to be calculated which determined the portion of the
component input that directly went for tﬁe purchase of private truck
services rather éhan some other use such as private car or vehicular
machinery services. The component inputs were then hoved by the change
in the private truck I/0 coefficient calculated from equation (5.3)
multiplied by the calculated.ﬁrivate'truck weights. A.detaiied

description of this procedure is presented in Appendix E.
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CHAPTER VI

Summing Up

Forecasting the economy using I/O techniques requires accurate
predictions of the matrix of I/0 coefficients. This dissertation has
attempted to improve estimates of these predictions. Previous to this
v;ork I/O matrices were projected using various forms of extrapolating
techniques such as logistic curve fitting. These techniques were
employed to pick up, in total, the trend moﬁements of the determinants
of coefficient change such as technological change, product mix and
‘changing input prices. Little atﬁention was paid to appl&ring economic
theory because of a lack of comprehensive .cllata through time which would
have allowed an investigation of the reievant economiE, relationships.
As well, comprehensive projections of industry variables such as

industry prices, essential to the forecasting of coefficient change,

"’ were unavailable. The object of this dissertation has been to take.

adva‘nta.ge of new techniques, new &ata on indust:ryA prices, and new data
on 1/0 coeffiéients i;n ﬁarticular sectors.rto determine the effects of
inputﬁ price change on portions of the i/o matrix. Specifically, the
éreas that were ﬁpdeled were the energSr secﬁors; oil, coal, natural
gas,. electricitf. and the transportation sectors; rail, water, truck,

and pipeline. ‘
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The Diewert function was used to estimate price effects on I/0
coefficients because it incorporates the theories of production
functions and the cost minimizing nature of the firm to relate
substitutable I/0 coefficients in one functional relationship. The
feqnir.ement of symmetry between price effects on alternative inputs
- reduced the number of parameters to be estimated, often important when.
wofking with a limited number of observations., Also, unlike other
production function specifications such as the CES or the translog, the
dependent variable of the Diewert function is the I/0O coefficient

j.tself‘. the variable to be modeled.

7 ]Zn‘previﬂ.ous studies._ intemediateuinputs were aggregated j.n‘ oz;der
to reduce the number of substitutes to a manageable levél for
estimation, but this aggregation created problems of separating the
effects of product mix from other effects. In this study, the
assumption of separabxllty was applled to appropriate groups of inputs
" so that a manageable number of varlables would be included in the
‘Dlewert funct:.on and st:.ll allow for a moderately hlgh level of
' dxsaggregatlon of :.ndustry dat:a'. In th:.s way, coefficient change ‘due, to
changes in product mix. was ﬁinimized. In the case of energy use .> it was
assumed that fuels used for heat and power substituted with capital and
labor but these decisions were separate from the demands for
intermediate inputs uéed in production. For transportation, since all
tons of output. produced must eventually be shipped, it was assumed that

the total demand for transportation services is a constant function of
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industry output, and decisions about the optimal mode for shipping this
tonnage are separate from decisions about the mix of other intermediate
inputs used in production. Consequently, only alternative modal inputs

need be considered in the transportation cost minimizing decision.

The Diewert function was applied to the two groups of I/0
coefficients--energy and transportation. Each group presented a
different challenge because of the type of data available;

consequently, two different approaches had to be taken,

Energy

Im the case of energy use by manuf;cturlng f§r>hea£”§nd-;ower,
extensive cross-section. data.for_states was available. This data set
had a nqmber of advantages for estimating price effects.. first. a
relativelj large nﬁmber of observations were available for estimation.

Second. holdlng time constant effectxvely removed technologlcal change

B fas an explanatlon for variation in the data, 1eav1ng only the effects of,
prices and product mix. The use of a twn-dzglt level of dlsaggregatlon

reduced product mix lufluences.

. Also, some problems with the data were encountered such as small or
‘misleading data points. In states with small observations, i.e. ' few
industries of one type, some fuel use was unreported due to

non-disclosure laws. Also, total state natural gas use made up mostly
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of intra-state natural gas may present a distorted picture of price
effects. fhis is because, in these states, uncontrolled natural gas
prices on the intra-state gas would not reflect the same transport and
other cost differentials considered by inter-state users who face
controlled prices. To handle these problems, observations not reported
due to disclosure laws were dropped; where zero use was reported the
observation was used. Two states were dropped from the analysis because

of their large natural gas production and intra-state use.

The Diewert function was set up té include the relative prices of
coal, 0il, natural gas, and electricity as well as labor and capital.
Five inputs were estimated simultaneously in order to take advangage of
the property of symmetry of coefficients. The sixth input, capital, was
»Lettwouglas.g dependent variable because we had no data on it; its
pPrice was assume& to be constant across states. The Diewert
coefficients estimated from the cross-seétion data represented
adjustments to price differentials across states and therefore indicafed
only long-run’responses to energy ﬁrice changes. Thg next step was tov
estim#te snoit run, yearly reééonses to price changes. To do this,
first, a series.ﬁas‘campiléd of’éctual.éat# on fuel use by industry for
eight,péints in time spanning twenty-ﬁhree years. For the same period,
long run or ~desired” energy inputs were calculated using the estimated
cross-section Diewert équations. Then, an adjustment variable was.
estimated to determine the yearly adjustment in actual use to the
‘desired level. This was done across fuels for each industry. In order
to reconcile the cross-section long run adjustment with actual

movements, two time trends had to be added to the equation to account
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for coefficient chaﬁge due to, first, energy comservation, and then

-pollution control.
Transportation

The study of modal substitution for freight transportation posed
different problems. No data omn modal demands by industry that is
consistent across modes is available. However, a yearly time-series was
compiled by Jack-Fauceﬁt Associétes on tons shipped by commodity and
mode for the 1965 to 1974 period. Close attention was given to this
data for consistency across modés. This consistency would allow

accurate measurement of modal substitution.

. ‘To take advantage of this data, the following methodology was ' o

- devised. First, it was assumed that the transport input coefficients of
. an industry'coula4be b?oken into ghree factors. The first factor was
" the demand for total fons of product shipments per unit of froduct
output. This demand was assumed to be unrelated to the cost of
transportation;"The secénd factor was the share of total toms shipped
_ by e#§ﬁ.ﬁ6de; assumed to be a:fﬁnétién 6f»re1ative modal prides.y Thé:
~ third f;éﬁﬁr_was a,meaéure-éf'ﬁhe Léngth of haul by each mode. This was
| needed-to take into acqount'the‘distance aspect of the tramnsport input.
The multiplication‘df these threé factors produced a measure of modal
transport inputs‘demanded.by industry and ﬁas used to add price

sensitive transport I/0 coefficients to the INFORUM A matrix.
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The estimation of the first factor, a total toms to output ratio
for each industry, was done by using logistic curves to project trends
into the future. Here the denominator, industry output, was augmented
with imports in order to be consistent with the industry shipments data.
The second factor, modal shares, was estimated using the Diewert
equation. Tonnage shares shipped by rail, water; truck, and pipeline
were estimated simultaneously for each industry using as the independent
variables, relative modal prices. While the Faucett data proyided
tonnage information for both commercial an private trucking, no price
existed for the latter. Consequently, it was assumed that the two
prices moved coincidentally and the tonnage data was combined to form a

single trucking category.

Input pr:Lces proved to be‘a more difficult problem for th:.s study
since transport prices can dlffer not. only by mode but also by commod:.ty*
shlpped.' In part:.cular. it is possJ.ble that a drop in an aggregate
modal pnce may simply be the‘result of increased transportation of a‘

commodit.y with a lower transport. price. Unfortunately, no consistent

. set of tme-ser1es data exists for modal transport prices differentiated

o by commod:.ty shlpped. Consequently. a tec.hn:.que was developed to welght

~total modal prices by the changz.ng mportance of industry shipments in
total revenues collected by each mode. In thls way any change in an
aggregate modal price due to the changing importance of a particular
commod:.ty shipped would be taken out of the pr:.ce series. Also,’
' transport rate data which does exist for rail only, was incorporated to
adjust the total rail rate depending on the commodity group ‘be:lng

shipped.
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An investigation was made of other factors unrelated to price that
might affect modal shares but this study turned up few operational
measures. Two that were‘added to the Diewert equation were measures of
commodity weight and commodity value. Each improved the estimation of a

few sectors but on the whole they added little to the study.

The third factor to be considered in the tramsport service
equation, distance traveled, was calculated by taking advantage of 1972
data on average distance of hauls by mode and comodity; Assuming a
constant total distance of haul for each commodity, the average distance
of haul by each mode was adjusted up or down depending on wvhether its
modal share was gaining or losing hauls to modes with longer or shorter

hauls on average.

Combiﬁiné the ’three fac_tofs «;.>f the ir;ﬁsport service equatibn
produced price sensitive I/0 coefficients for the rail, water, and
pipeline rows of the INFORUM A ma;rix. Because the truck row. of the
matrix represents only commercial tx;uck while private truck enters
_through its compoéit:é_ pieces, commercial truck and private truck shares
“6f the"i_t.o'tal Diewert truck estimate v}ere split using the logistic curve
“techni'que. >The conmércial 1.:ri’ce'enter-ed as coefficients in the truck
row and private truck rdemands entered through changes in coefficients

for such items as tires, fuel, and automotive parts, etc.

Results
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The results showed that the application of the Diewert function to

energy consumption by two-digit industries broduced on the whole,
satisfactory results for the estimation of lopg run price effects,
Ef%imates were constrained to rule out small or misleading data points
that would produce coefficients that violated economic assumptions,
Here, all inputs were assumed to be substitutés except for the
relationship between capital and electricity which was allowed to be

complementary.

In total, the estimations produced the aggregate own long-run
elasticities shown in column one of Table 6.1.
Table 6.1

Energy Price Elasticities (All Manufacturing Sectors)

This Study Halverson
0il : -3.0 -2.8
Coal - -.9 -1.5
Natural‘fas -1.3 : -1.5
Electricity -1.1 -.9

Thése estimates are similar to ones made by Halversonl. His apﬁroach
differs in that total cross-section:data for the same industries was
used for the earlier period, 1971; the translog function was applied;
and no allowance was made in his estimates for substitution with capital
and labor. The total elasticities presented in the second column above
were generated by Halverson by combining his estimates with capital,
labor and energy substitution elasticities for total manufacturing

produced by Berndt and Woodz.
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To observe the short run price semsitivity of the Diewert equation

-with the estimated lag adjustments, the time-series equations were added
to the INFORUM model and a full model simulation was carried out. Im
Epés simulation, domestic crude oil priées were deregulated and made to
rise to the foreign price by 1985. In the baseline scenario, crude oil
prices rose at the rate of the wholesale price index. The higher price
scenario generated approximately a six percent increase in fuel oil
prices and approximately a ome percent increase in coal and electricity
prices above the baseline scenario by 1985. The natural gas price was
made to follow the crude oil price increase. The results of this
exercise on energy use for manufacturing by 1985 were to lower national
demand for oil by approximately .2 percent, natural gas by .07 percent,
and coal demand by .05 percent relative to the baseline scenario. Here,
the increased demand for fossil fuels to meet increased electricity

requirements was taken into account,

When applied to the transportation sectors, th%‘Diewert equation
produced mixed results. Many of the Diewert estimates behaved as
expected but others performed quite poorly, indicating heterogemeity in
modal demand depending on the product being shipped. Of the original
forty-five sectors, seven had only one major mode of tramnsportation and,
therefore, were inappropriate for the éstimation of substitution
effects. Of the remainder, twenty-nine sectors produced coefficients
with either tﬁe correct signs or signs that were wrong but statistically
insignificant. Each of the remaining nine sectors contained at least

one coefficient with a statistically significant wrong sign. Of these,
?

three produced coefficients, all with the wrong sign, and t statistics
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in the significant range. The three were Copper Ore, Chemicals and

Fertilizer Mining, and Other Scrap. Here apparently other factors not
included in the equation were creating shifts in modal shares and were
colinear with price changes. Because this data set was a time-series,
other factors associated with the evolution of transport services could
not be separated out of the data. Attempts to include other variables
for these effects were successful in a few cases but produced no

improvement for the above three sectors.

To evaluate the accuracy of the Diewert transportation predictioms,
the average absolute percentage error (AAPE) of the predictions around
the actual tonnage data was calculated for each mode and commodity.
Thése were compared to AAPE's calculated from logisﬁic curve estimates
on the same data. In general the Diewert equations performed worse than
the logistic curve estimates. Upon reflection, this is not a surprising
result since the application of the Diewert equation is an attempt to
impose theoretical constraints on the raw data. Theory indicates a
linkage of coefficient change between altermative inputs resulting from
relative price changes between those inputs. This linkage is embodied
in the symmetry of coefficients in the Diewert function and implicitly
imposed in the simultaneous estimating procedure used here for
alternative inputs. On the other hand, the fitting of logistic curves
to a timg-series of individual input to output ratios using
unconstrained'ordinary least squares procedures will gemerally produce a
good fit if coefficient change approximates a trend. As a consequence
of this technique, however, the summation across modes of the

logistically estimated coefficients is not constrained to follow a
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consistent pattern of total transportation demand as is the case with
the Diewert estimates. Here we see that while the logistic curve
produces the best fit on the raw data the summation of the results does
not make very good sense. Anothef explanation f&r the success of the
logistic curve could be due to the inaccuracy of the portiomns of the
data that had to be estimated by Jaék Faucett Associates to maintain.
consistency and completeness. Inadvertent trends may have been
introduced into the data in this way. The “softness” in general of data
§n tons shipped by mode 1is exemplifiéd by the estimates of the
Transportation Association of America on total tons shipped. This data
was plotted in Graph 5.2 of Chapter 5. -Here, it can be seen that, after
1974, the summation of the data showed a significant decrease in total
tons -shipped of all commodities by all modes per constant dollar of
total national output and imports. While it is conceivable that there
were.large changes in product weight, such a large shift seems
questionable. In this study, the imposition of the Diewert functiomal
relationship, while not necessarily producing the best fit, has forced
.
the data to conform to relationships derived from economic theory and

basic logic. This I beleive would produce a theoretically more sound

basis for forecasting.

To look at the price sensistivity of modal demands for
transportation a simulation was done using the estimated Diewert
equations, Here, starting in 1977, the price for trucking services was
increased to be approximately 7 percent greater than the baseline case
by 1985. The other modal prices were kept the same as in the baseline.

The result of this was to decrease tons shipped by truck to 4.9 percent
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below the baseline case by 1955. Tons shipped by rail increased by 2.8
percent, water by 1.5 percent, and pipeline by 1.2 percent. These
results show only changes that would result from the substitution of
modes and does not include any decrease in totall transportation that
might occur from reduced industry output coming from the higher truck

price. These effects would most likely be quite small.

The estimation of price effects on I/0 coefficients has always been
a difficult task because of significant data problems. However, the use
of the Diewert function for estimation has reduced some of the

difficulties and made the task a feasable one on a limited basis.

The data limitations generally are the availability of a detailed
I/0 matrix only every four or five years. Consequently, not enough data
has been available on a large scale to comprehensively analyse the
effects of pfice changes on coefficients. Other detailed data can ;e
found, however, on a limited basis for particular rows of the matrix.
Where this data covers rows of close substitutes the Diewert function
can be applied to estimate price sensitivity. The Diewert function has
the advantage, over other previously used methods, of being derived from
standard ecomomic theory on the cost minimizing behavior of the firm.
The symmetry of coefficients implicit in this functiom, ties together
movementé of alternative inputs and reduces the number of coefficients

necessary for estimation. While the estimated fits to the data may not

be the best possible, given the paucity of data this approach for
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estimating price sensitivity is the most sound because it balances
econometric techniques with prior knowledge derived from economic

theory.

The long-run price elasticities for the areas of emergy and
transportation demand appear to be fairly large as has been demonstrated
by this and other studies. Consequently, it 1is desirable and, indeed,
necessary to replace the implicit assumption of price insensitivity in
I/0 matrices with the Diewert estimated price sensitive coefficients.
The Diewert functiom has proven to be a valuable tool to further that
end, and I am sure it will be useful in the future for estimating the

price sensitivity of other rows of coefficients..

This dissertation has demonstrated the feasibility of estimating
the price semsitivity of rows of coefficients in an input-output matrix
in order to project this matrix more accurately into the future in a
world of rapidly changing prices. With the help of the Diewert cost

function, industry data, and industry price forecasts, such modeling is

now possible,




Appendix A

DEFINITIONS FOR THE 200 SECTORS IN THE INFORUM MODEL

THE 90-ORDER AGGREGATE SECTOR NUMBER, FOR INVESTMENT AND EMPLOYMENT,
FOLLOWS THE SECTOR TITLE. THE 4-DIGIT SIC CODES ARE THOSE USED FOR
THE 1967 CENSUS OF MANUFACTURES. A CODE ENDING WITH A '0' DESIGNATES
‘AN ENTIRE 3-DIGIT GROUP; A CODE ENDING WITH '00' DESIGNATES AN ENTIRE
2-DIGIT GROUP. A MINUS SIGN INDICATES THAT THIS SIC IS EXCLUDED FROM
THE SECTOR.
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SECTOR TITLES 90-ORDER STANDARD INDUSTRIAL
. ' , CLASSIFICATION

1 DAIRY FARM PRODUCTS (1) 132

2 POULTRY AND EGGS (1) 133

3 MEAT ANIMALS, OTH LIVESTK (1) 135 136 139 193

4 COTTON (1) 112 :

5 GRAINS (1) 113

6 TOBACCO (1) 114

7 FRUIT,VEGETABLES,OTH CROPS (1) 119 120 192

8 FORESTRY & FISHERY PRODUCTS ( 1) 740 810 820 840 860

o 910 -

9 EMPTY : ' -
10 AGR,FORESTRY+FISH SERVICES (1) 710 720 730 80 980
11 IRON ORES (.2) 1010 1060
12 COPPER ORE ( 2) 1020
13 OTHER NON-FERROUS ORES ( 2) 1030 1050 1090
14 COAL MINING ( 2) 1110 1210
15 CRUDE PETROLEUM, NAT. GAS ( 3) 1310 1320
16 EMPTY ‘ o
17 STONE AND CLAY MINING ( 2) 1410 1420 1440 1450 1490
18 CHEMICAL FERTILIZER MINING ~ ( 2) 1470
19 NEW CONSTRUCTION ( 4) 1600
20 MAINTENANCE CONSTRUCTION ( 0) 1500
21 COMPLETE GUIDED MISSILES ~(5) 1925
22 AMMUNITION 7 (5) 1929 1960
23 OTHER ORDNANCE - ( 5) 1910 1930 1940 1950 1990
24 MEAT PRODUCTS . ( 6) 2010
25 DAIRY PRODUCTS (7)) 2020
26 CANNED AND FROZEN FOODS. ( 8) 2030
27 GRAIN MILL PRODUCTS ( 9) 2040
28 BAKERY PRODUCTS (10) 2050
29 SUGAR - (11) 2060
30- CONFECTIONERY PRODUCTS - (12) 2070 A
31 ALCOHOLIC BEVERAGES (13) 2082 2083 2084 2085
32 SOFT DRINKS AND FLAVORINGS (13) 2086 2087
33 FATS AND OILS (14) 2091 2092 2093 2094 2096
34 MISC FOOD PRODUCTS (14) 2095 2097 2098 2099
35 TOBACCO PRODUCTS (15) 2110 2120 2130 2140



36

37
38
39
40
41

42
43
44
45
46
47
48
49
50
51
52

53
54
55
56
57

58

59
60
61
62
63.
64
65
66
67

68

69

70

71
- 72
73
74

75

76
7T
78
79
80
81

82.

83
84.

85

BROAD AND NARROW FABRICS

YARN, THREAD, FINISHING
FLOOR COVERINGS

MISC TEXTILES

KNITTING

APPAREL

HOUSEHOLD TEXTILES
LOGGING CAMPS

SAW AND PLANING MILLS
VENEER AND PLYWOOD :
MILLWORK AND WOOD PRODUCTS
WOODEN CONTAINERS
HOUSEHOLD FURNITURE

OTHER FURNITURE

PULP MILLS

PAPER AND PAPERBOARD MILLS
PAPER PRODUCTS, NEC

WALL & BUILDING PAPER
PAPERBOARD CONTAINERS
NEWSPAPERS

PERIODICALS

BOOKS

BUSINESS FORMS, BLANK BOOKS
COMMERCIAL PRINTING

OTHER PRINTING, PUBLISHING
EMPTY

EMPTY

EMPTY

INDUSTRIAL CHEMICALS
FERTILIZERS A
PESTICIDES + AGRIC. CHEM.
MISC CHEMICAL PRODUCTS
PLASTIC MAT'LS. + RESINS
SYNTHETIC RUBBER
CELLULOSIC FIBERS
NON-CELLULOSIC FIBERS

DRUGS o
CLEANING + TOILET PROD.
PAINTS

EMPTY

PETROLEUM REFINING

FUEL OIL [1]

PAVING AND ASPHALT

EMPTY

TIRES AND INNER TUBES
RUBBER PRODUCTS

MISC PLASTIC PRODUCTS
LEATHER + IND LTHR PROD
FOOTWEAR (EXC. RUBBER)
OTHER LEATHER PRODUCTS

(16)

(16)
(17)
(18)
(19)
(20)

(21)
(22)
(22)
(23)
(23)
(24)
(25)
(25)
(27)
(27)
(27)

(27)
(28)
(29)
(30)
(30)
(30)
(30)

(30)

(31)
(32)
(32)
(33)
(34)

- (34)

(34)
(34)

(35)

(36)

(37)

(38)
(38)
(38)

(39)
(40)
(41)
(42)
(43)
(43)
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2210
2262
2269
2270
2290
2250
2310
2380
2390
2410
2420
2432
2431
2440
2510

2520 -

2610
2620
2641
2649
2644
2650
2710
2720
2730
2760
2751
2740

2810
2871
2879
2860
2821
2822
2823
2824
2830
2840
2850

2911
2911
2950

3010
3020
3070
3110
3130

3150

2220

2280

2320
3992

2433

2530

2630
2642
2647
2660

2782

2752

2753

2872

2890

2990

3030

3120
3140
3160

2230

2330

2360

2490

2540

2643

2770

3060

3170

2240

2340
2370

2590

2645

2789

"3190

2261

2350

2646

2790



GLASS

" STRUCTURAL CLAY PRODUCTS

POTTERY

CEMENT, CONCRETE, GYPSUM
OTHER STONE + CLAY PROD.
STEEL

. COPPER

LEAD

ZINC

ALUMINUM

OTH PRIM NON-FER METALS
OTH NON-FER ROLL + DRAW
NON-FERROUS WIRE DRAWING
NON-FER CASTING + FORGING
METAL CANS

METAL BARRELS AND DRUMS
PLUMBING + HEATING EQUIP.
BOILER SHOPS

OTH STRUCTURAL METAL PRD.
SCREW MACHINE PRODUCTS
METAL STAMPINGS

" CUTLERY,HAND TOOLS,HARDWR
MISC FABRICATED WIRE PRODS.

PIPES,VALVES,FITTINGS
OTH FABRICATED METAL PRD.

ENGINES AND TURBINES

- FARM MACHINERY :

CONSTR,MINE,OILFIELD MACH

- MATERIALS HANDLNG MACH.

MACH.TOOLS,METAL CUTTING
MACH.TOOLS,METAL FORMING
OTHER METAL WORKING MACH.
SPECIAL INDUSTRIAL MACH.

' PUMPS,COMPRESSORS , BLOWERS

BALL & ROLLER BEARINGS
POWER TRANSMISSION EQUIP.

COMPUTERS + RELATED MACH.

- OTHER OFFICE MACHNERY
- SERVICE. INDUSTRY MACHINERY

MACHINE SHOP PRODUCTS
EMPTY
EMPTY

(44)
(45)
(45)
(45)
(45)
(46)
(47)
(47)
(47)
(47)
47)
(47)
(47)
(47)
(48)
(48)
(49)
(50)
(50)
(51)
(51)
(52)
(52)
(52)
(52)

(53)

- (54)

" INDL FURNACES, INDL PATTERNS

ELECTRICAL MEASURING INSTRUME

TRANSFORMERS + SWITCHGEAR

. MOTORS AND GENERATORS

INDUSTRIAL CONTROLS
WELDING APP, GRAPHITE PROD
HOUSEHOLD APPLIANCES
ELEC LIGHTING + WIRING EQ.

- RADIO AND TV RECEIVING

PHONOGRAPH RECORDS
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(55)
(55)
(56)
(56)
(56)
(57)
(58)
(58)
(58)
(58)
(60)
(60))
(61)
(59)

(62)
(62)
(63)
(63)
(63)
(64)
(65)
(66)

(66)

3210
3250
3260
3240
3280
3310
3331
3332
3333
3334
3339
3356
3357
3369
3410
3491
3430
3443
3441
3450
3460
3420
3480

3494

3470
3499
3510
3520
3531
3534
3541
3542
3544
3550
3561

3562

3566
3565
3573
3572
3580
3590

3825
3612
3621
3622
3623
3630
3640
3651
3652

3220

3270

3290
3320
3340

3352

3392

3442

3498
3492

3532

3535

3545

3564

3567
3574
3576

3613

3624

3230

3391
3351

3361

3444

3493

3533

3536

3548

3569
3579

3399
3362

3446 3449

349 3497

3537

3629



138 COMMUNICATION EQUIPMENT (67) 3660

139 ELECTRONIC COMPONENTS (68) 3670
140 BATTERIES (69) 3691 3692
141 ENGINE ELECTRICAL EQUIP. (69) 369
142 X-RAY, ELEC EQUIP,NEC - (69) 3693 3699
143 EMPTY
144 TRUCK, BUS, TRAILER BODIES (70) 3713 3715
145 MOTOR VEHICLES (70) 3711 3714
146 EMPTY
147 AIRCRAFT (71) 3721
148 AIRCRAFT ENGINES (71) 3724 3764
149 AIRCRAFT EQUIPMENT, NEC (71) 3728 3769
150 SHIP AND BOAT BUILDING (72) 3730
151 RAILROAD EQUIPMENT (73) 3740
152 CYCLES, TRANS EQUIP NEC (74) 3750 3799
153 MOBILE HOMES & CAMPERS (74) 2451 3792
154 EMPTY i
155 EMPTY
156 ENGR. + SCIENTIFIC INSTR. (75) 3810
157 MECH. MEASURING DEVICES (76) 3820
158 OPTICAL + OPHTHALMIC GOODS (78) 3830 3850
159 MEDICAL + SURGICAL INSTR. (77) 3840
160 PHOTOGRAPHIC EQUIPMENT (78) 3860
161 EMPTY '
162 WATCHES AND CLOCKS (78) 3870
163 JEWELRY AND SILVERWARE (79) 3910 3961
164 TOYS,SPORT,MUSICAL INSTR. (79) 3930 3940
" 165 OFFICE SUPPLIES 0 (79) 3950 - o
166 MISC MANUFACTURING, NEC (79) 3962 3963 3964 3991 3993
- 3995 3996 3999 3980 399
167 RAILROADS (80) 4000 4740 ,
168 BUSSES AND LOCAL TRANSIT (82) 4100
169 TRUCKING , (8l) 4200 4730
170 WATER TRANSPORTATION T (82) 4400
171 AIRLINES - (83) 4500
172. PIPELINES , (82) 4600
-173 FREIGHT FORWARDING (82) 4700 -4740 -4730
* 174 TELEPHONE AND TELEGRAPH (85) 4800 -4830
- 175 RADIO AND TV BROADCASTING  (85). 4830
176 ELECTRIC UTILITIES (87) 4910 4930
177 EMPTY \ S
17 8 NATURAL GAS (88) 4920 4930
179 WATER AND SEWER SERVICES (88) 4930 4940 4950 4960 4970
'180 WHOLESALE TRADE (84) 5000 :
181 RETAIL TRADE - (84) 5200 5300 5400 5500 5600
: I 5700 5800
' : : 5960 7390
182 BANKS,CREDIT AGEN.,BROKERS (86) 6000 6100 6200 6700
183 INSURANCE (86) 6300 :
184 OWNER-OCCUPIED DWELLINGS ( 0) 6400
185 REAL ESTATE (86) 6500 6600 -6561
186 HOTEL AND LODGING PLACES (86) 7000

187 PERSONAL + REPAIR SERVICES (86) 7600 -7692 -7694 -7699
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188 BUSINESS SERVICES (86) 7300 7692 8100 8900 -7310

-7396 -8921
189 ADVERTISING (8) 7310
190 AUTO REPAIR (86) 7500
191 MOVIES + AMUSEMENTS (86) 7800 790
192 MEDICAL SERVICES (86) 8010 8020 8030 8040 8060
8090 0722 8070
193 PRIVATE SCHOOLS + NPO (86) 8200 8400 8600 8921

194 POST OFFICE

195 FED AND S&L GOV. ENTERPRISES
196 NON-COMPETITIVE IMPORTS

197 BUSINESS TRAVEL(DUMMY)

198 OFFICE SUPPLIES(DUMMY)

199 UNIMPORTANT IND.(DUMMY)

200 COMPUTER RENTAL(DUMMY)

- —— - ——— - - .. = - - - - - - - - - - -

SECTOR 76 SHOWS SHIPMENTS OF ALL PETROLEUM REFINING. HOWEVER ALL FUEL
OIL IS SOLD TO SECTOR 77; THEREFORE, THE SALES TO OTHER SECTORS SHOW
PURCHASES OF GASOLINE, AVIATION FUEL, AND PETROCHEMICAL FEEDSTOCKS. THE
DISTRIBUTION OF SALES FOR SECTOR 77 SHOWS PURCHASES OF RESIDUAL AND
DISTILLATE FUEL OIL, DIESEL FUEL, AND KEROSENE.
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Appendix C

Energy

Diewert Estimations

20 FOOD PRODUCTS

 DIEMERT COEFS(MULTIPLIED BY 1000)
__EAPiTAL tafor ofL . cda N Bas- - ePec
2 LABOR !  95.5 -28.8 .0 1.8 a1 .0t
3 0IL ! 1.4 .0 -9.3 .0 E.1 4.8 !
4 CcoAL ! .0 1.8 0 1.1 .0 .0
S N GAS ! .1 g s Lo -3.7 0!
--g ELEE t----3.8 .0 8.6 .0 .0 3.8 ¢
20 FOOD PRODUCTS | " PRICE ELASTICITIES
LD capiTAL LABOR ~-03L-  COAL M BAS  ECEC
2 LaBOR ! .8  -.8 Lo .0 .0 o
a oL 2 0 2.4 0 1.2 .91
4 coaL ! L0 1.3 .0 -1.3 .0 0!
S MGAS ! .0 .0 1.1 0 -1 .01
'§ ELEE ! -4 .0 s .0 .0 -1t

29
e

N e W N

TEYTILE MILL PRODUCTS

DIENERT COEFS(MULTIPLIED BY 1000)

1 2 3 1 . s ..
CAPITAL LABOR  OIL COAL M GAS  ELEC
LABOR |  291.7 -138.3 a0 .0 0 11.3 !
oL ! 0 4 -12.0 0 17.4 L0
COAL ! .0 0 .0 8 .0 .0 !
N GAS ! L0 17.8 0 -13.3 .0 !
ELEC ! 100.8  11.3 .0 .0 0 -112.2 1
22 TENTILE MILL PRODUCTS " PRICE ELASTICITIES
e e e g
. CAPITAL LABOR  OIL - COAL N GAS-  ELEC-
LABOR ! .8 -9 .0 0 .0 .0f
oIL ! .0 0 -1.5 .0 .S 0!
coAL ¢ .0 .0 .0 .8 .0 01
N GAS ! .0 .0 2.0 0 -2.0 0!
a.s 4 .0 .0 0 -3.9 !

‘m A e wN,

ELEC !
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23 APPAREL,OTH TEXTILES DIEWERT COEFS(MULTIPLIED BY 1000}
| .12 3. - 4 5 .. g
CAPITAL LABOR-  OTL ~  €OAL- M GAS - ELEC -
2 LABOR ! 428.5 -202.8 .0 0 .1 .0
3 oI 0 .0 -4 .0 .5 .01
4 COAL ! .0 L4 .0 .0 .0 .0t
s NG ! .0 .4 .85 .0 -0 .0
§ ELEC ¢ - .7-- - .0 .0 .0 .0 5.8
23 APPAREL.OTH TEXTILES PRICE ELASTICITIES
T capiyaL -LaBem OGL cOAL - M BAS - ELEC
2 LABOR! .8 -8 .0 .0 .0 .0
3 0L ! .0 .0  -.8 0 .8 .0
& COAL ! .0 .0 .0 0 .0 .0 !
S NGAS ! .0 .1 4 .0 -5 .0
.

ELEE 4~ - .4 . - .0 .0 R R

24 LUNBER AND UOOD FRODUCTS  DIEMERT COEFS(HULTIPLIED Y 1000

12 - 3 4- - 5 —- B -
CAPITAL LAEOR - OIL  COAL N GAS  ELEC -

2 LABOR ! 318.3 -149.1 .0 .0 W0 .01
3ot 18,6 .00 -20,4 .1 3.9 0!
4 coAL v 0 .0 a4 -0 O 00

S NGAS !  11.2 0 3.8 .0 -12.5 .0t

g ELEC !  58.7 .0 .0 .0 0 8.2 ¢

24 LUMBER AMD OOD PRODUCTS  PRICE ELASTICITIES

- 2 - 3--- 4.- S.. .8
CAPITAL LABOR.  ©OIL - COAL N GAS. ELEC-

.2 LABOR ! .9 -.9 O .0 .0 .0
3 0IL !t 2.0 0 -2.4 0 4 0
4 coaL ! 0 .0 .3 -4 .0

S M GAS ! 1.9 .0 7 0 -2.8 0!
& ELEC ! 2.5 .0 -0 O .0 -2.51
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(]

QY Ry X

LABOR
o1
coAL
M GAS

- ELEE

'FURNITURE AMD FIXTURES

DIEWERT COEFS(MULTIPLIED BY 1000)

FURNITURE ANMD FIXTURES

A W N

m

m W & W

LABOR
oIL

'cgaL

N GAS
ELEC

LABOR
oIL

CoAL
N GasS
ELEC

caPiTAL LABOR - - OTL cgaL;; uBas sfse__
f 419.1 -235.5 © .0 1.3 .0t
r L0 0 -4.5 .0 2.3 2.8 !
t .0 O 0 .t .0 .0 !
! 0 1.3 3.3 0 -3.1 .0 !
' 2.9 .0 2.8 .0 .0 2.7 ¢

PRICE ELASTICITIES

__gggizgg__&ggon OIL  coAL N BAs  ECEC )
ot -4 .0 .0 .0 .0t
t .8 .0 -2.8 0 1.4 1.1 1
T Y SRS G S .0 !
t 0 . 1.0 .0 1.8 .0t
b .20 2 I T U

28 PAPER, ALLIED PRODUCTS

DIEMERT.CDEFS(ﬂULTIPLIED BY 1000)

PAPER, ALLIED PRODUCTS

m A e W N

LABOR
oIL.

coaL
M GAS
ELEC

CAPITAL LABOR  OIL  COAL N BAS.  ereC
t 143.2 -101.3 .0 0 24,7  53.3 1
! 109.8 .0 -112.3 9.1 O 12,2
(.0 0 8.4 -3.2 .0 .0 ¢
.8 24,7 O .0 -18.t 0!
r -31.8  S3.3 12.2 O .0 -17.7 1

PRICE ELASTICITIES

CAPITAL LABOR  OIL - COAL M 8AS  ECEC
] .6 -.9 .0 .0 .1 2
! 2.0 0 -2.4 .2 .0 .2
! .0 .0 7 -7 .0 .0 !
] .0 1.5 .0 0 -1.5 .0 !
' -8 1.5 .3 .0 .0 N
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? oMo wn m -

L | e W RN

PRINTING AMD PUBLISHING

[

LABCR !
gL !
COAL !

i oaa W

m

M GAS !
ELEC ¢

DIEHERT

PRINTING AND PUBLISHING

LABOR !

N

W

coaL !
N GAE !

o1t o+

ELEC !

COEFS(MULTIPLIED BY 1000)

“eastraL LA%QB____??E _____ géﬁg___g Bas  efec
268.8 -221.3 0 37.3 0 .0
L0 .0 -7 .1 1.2 0!
.0 27.3 .1 -10.8 .0 .0 !

.0 0 1.2 0 -2
1.3 .0 .0 .0 .0 1.2 ¢
PRICE ELASTICITIES

caritar tafor  oRt cﬁél""n Bas  efec
1.0 -1.1 .0 .1 .0 0!
.0 .0 -.9 .1 .2 .0 !
.0 .0 .0 .0 I
.0 .0 .6 0O -.& .0 !
.1 .0 .0 .0 .0 -1t

CHEMICALS,ALLIED PROD

ELEC !

CHEMICALS.ALLIED PROD

LABOR !
L
coaL !
M. GAS !
ELEC !

DIEWERT COEFS(MULTIPLIED BY 10090}

LABOR !
oL !
CoAL !
MGAS T

1 2 3 4 - S g
CAPITAL LABOR  OIL  COAL N BAS  ELEC
211.1 -189.7 8.6 8.3  41.3 2.2 !
7.6 8.8 -958.5 .2 1.5 18.1 !
0 8.3 2 -3.23 .0 0t
0 41.3 4.5 .0 -36.2 0
8B40 2.2 18.1 .0 .0- -§7.4 !
" PRICE ELASTICITIES
1 2. 3 & 5 8
CAPITAL LABOR  OIL  CDAL M GAS  ELEC
1.5 -1.8 .1 .1 .3 .0
1.1 .5 -s5.8 .0 .2 1.0 !
.0 7.0 -7 .0 .0 !
0 1.8 .2 0 -2.0 .0
1.2 .0 .3 .0 O 1.5 !
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3

[
]

0

RUBBER MISC PLASTIC PROD

N

LABOR
BIL

COAL
N GAS
ELEC

m U e W

!
{
!
!

DIEWERT

RUBBER MISC PLASTIC PROD

)

LABOR
oIL

coAL
N GAS
ELEC

Y I A

m

!

carlraL ngon oiL gﬁAL M Bas  efeC
306.3 -167.9 3.4 1.1 4.5 .0 !

0 3.4 -11.7 .0 3.0 8.2
.0 1.1 .0 -.7 .0 .0 !
0 4.5 3.0 .0  -B.0 .0 !

2.3 .0 8.2 .0 0 14.7

PRICE ELASTICITIES

capiTAL LA%OE___;QgL coaL M ges g?sc
1.0 =10 .0 .0 .0 0
0. .4 -2.0 .0, .5 1.0 !
. .0 1.1 0 -1.1 0 0 !
.0 .8 .7 0 -1.8 .0 !
.0 .3 .0 Y TR O

!

.

STONE.CLAY,GLASS PROD

COEFS(MULTIPLIED BY 1000)

DIEWERT COEFS(MULTIPLIED BY 1000)

®m oW e W

t 2 2 4 -2 g
_ CAPITAL LABOR  OTL COAL N BAS  ELEC
LABOR !  245.5 -188.4 .0  S0.1  36.4 .0 !
DIL ! SB.S .0 -70.5 4.3 4.5 17.0 !
coaL ¢ 1.1 S0.1 4.3 -47.5  S.8 0 !
MGAS !  12.5  36.4 4.5 5.9 -38.4 0 !
ELEC. ! 4.7 0 17.0 .0 .0 SI
STOME, CLAY,GLASS PROD PRICE ELASTICITIES
1 2 3 4 s 5
CAPITAL LABOR  OIL COAL N GAS  ELEC
2 LABOR ! 7 -1.0 .0 .2 .1 .0 !
3 oL ! 2.4 0 -3.5 2 .2 7
4 COAL ! .0 1.5 1 -1.9 .2 .0 !
5 N GAS ! .3 7 .1 L 1.2 .0 !
g x .1 .0 3 0 .0

ELEC !
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32

32

PRIMARY METAL INDUSTRIES

m AN -2 W

LABOR
OIL
CoAL

N GAS
“ELEC

!
!

¢

DIEWERT COEFS(MULTIPLIED BY 1000)

PRINARY METAL INDUSTRIES

K e W

FABRICATED

ma e W

FABRICATED METAL PRODS

Wy e W W

oIL
conL
N GAS
ELEC

LASOR
oIL

coAL
M GAS
ELEC

T CAPITAL LaBOR  OIL  coAL N BAS  ELEC
v .8 -.8 .0 .0 O .0
.0 0 -1.2 .0 1.2 .0 !
L 7.0 -7 .0 .0 !
.0 1.8 0 -.8 IS
-.0 .0 0 .0 .0 -0 !

{

LAZOR |

caPiTaL LaBoR  oiL COAL w omS  ELEC
126.0  -25. 27.8 1.4 1.8 .0
0 27.8 -28.3 .0 1.5 .0 !
O 1.4 .0 .0 .0 .0 !
2.5 1.8 1.5 0 2 .0
105.8 .0 6 .0 .0 -77.8 1
L 1NDUS PRICE ELASTICITIES
__gggisz LaBoR- OIL  COAL N GAS  ErEC
5 -5 . .0 .0 .0 !
0 2.7 -3 S .4 .0
t 0 .4 .0 -4 .0 .0 !
.1 .1 2.0 -.4 .0 !
_____ 1.5 .0 .0 .0 0 -1.5
METAL PRODS DIEMERT COEFS(MULTIPLIED BY 1000)
capiTaL LaSoR  oiL _‘_CEAL M Bas  ELEC
260.3 -107.5 .0 1 .5 0
0 0 -7 0 3.0 .0 !
.0 .1 O -1 .0 0 !
- .8 2.0 .0 -1.8 7!
T, S S-S S S -3

!

!

" PRICE ELASTICITIES
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(O]
o

(O]
wu

)

m

M| oA e W

e W

'MACHIMERY EMCEPT ELEC

1 2 3 4 5 ... 8
CAPITAL LABOR OIL COAL M GAS ELEC
2 LABOR ! 29,2 21.2 .0 .4 1.8 0
3 pIL .0 0 -2.0 .0 2.8 L7
4 COAL ! .0 aq .0 --3 oo .0 !
= M GAS ! .0 1.2 2.8 .0 -2.9 .0 !
ELEc ! 21-8 '.0 -7 .0 -o 1-3 !
MACHINERY EYCEPT ELEC PRICE ELASTICITIES
car%rAL LABOR B?L céaa N gas ELEC
2 LABOR ! 4 -8 .0 .0 .0 0!
oIL ! .0 .0 -1.9 .0 1.8 .4
coAL ! .0 1.1 .0 -1.1 .0 .0
M GAS ! .0 - .9 .0 -1.5 .0 !
ELEC ! 1.7 .0 .1 .0 .0 -1.7 !

ELECTRIC.ELECTRONIC EQ

~ DIENERT COEFS(MULTIPLIED BY 1000)

DIEHERT COEFS(MULTIPLIED BY 1000)

ELEC ! .1 .0

cAPITAL Lagon oiL COAL M BAS  ELEC
2 LABOR !  75.1  74.9 .0 .2 .0 .0t
oIL. ! 0 .00 -2.7 .0 1.0 3.7 !
coaL ! L .2 .0 -.2 .0 0!
MGAS ! 1.2 0 1.0 0 -5 0
§ ELEC ! 1.8 0 3.7 O~ .0 - 2.8
ELECTRIC,ELECTRONIC EQ PRICE ELASTICITIES
__EQP%TAL LaBoR - OfL  coAL M BAs  ErEC
2 LABOR ! .2 -2 .0 0.0 0 !
i o .0 0 -2.8 .0 .5 2.1 1
& coaL ' .0 1.2 0 -1,2 .0 0!
S N GAS ! .4 .0 3 0 -8 .0 !
g .2 .0 .0 -3 1
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e

TRANSPORTATION EQUIPMENT DIENERT COEFS(MULTIPLIED BY 1000)

ol 2o oL 1 s g
cAPITAL LABOR ofL . coaL N Gas  ECEC

2 LABOR ! 403.1 -280.8 .0 .3 2.0 .01 - -
3oL ! .0 — 0 — .2 O .5 L7
$ coAL ¢! .0 .3 - .0 - O 0!
S M GAS ! 0 2.0 .5 0 -1.3° .0
§ ELEC ! -7 O 7 6 0 8.0

TRANSPORTATION EQUIPMENT PRICE ELASTICITIES

R T a 4 5 g
-CAPITAL LABOR  OIL COAL M BAS  ELEC

2 LABOR ! 1.2 -1.3 .0 L0 .0 .0
a o ! .0 .0 Y .2 200
gocoAaL ! 0 .7 .0 -7 0 .01
s MgaAS! .0 .8 .2 L -1.0 .0
§-ELEC * -1 - .9 d -0 0 -0t

_Isstnunsurg,ggLAtEQ_Pacn_"“ 'n;Eugar';qsrsgpq;z;gg:sn,sx;1000)

S A 2 3 5 s e
CAPITAL LABOR oIL COAL N GAS ELEC °

LABOR- !  459.8 -210.4 .9 .0 O 00
oIL ¢ .6 .8 -4.5 .0 1.3 3.1 ¢
CCOAL. ! .0 .0 .0 =0 0 .0
M GAS O .0 1.3 .0 -5 01
ELEC ! 24 0 31 .0 - .0 1.3 ¢

m'in - W

INSTRUMENTS,RELATED PROD PRICE ELASTICITIES

-1 2 3 4 = g
CAPITAL. LABOR gIL CoAL M GAS ELEC

2 LABOR ! 1.5 -1.8 Y N R N
3 0IL .0 .5 -2.8 0 .7 1.7 1
4" coaL ! O .0 .0 .0 0 .0
S M GAS ! 0o .0 .8 0 -.2 .0
8 ELEC ! .2 O 2 0 -0 -4
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TOYS,EPORTS, MISC MAMUF DIEWERT COEFS(MULTIPLIED BY 1000)

1 2 3 3 5 g

CAPITAL LABOR- OIL.  COAL M GAS  ELEC
2 LABOR ! 198.5 -27.5 $.1 .0 1.2 .01
3 o 1 0 41 -11.8 .0 2.4 571
4 COoAL ! .0 .0 -0 -.1 .1 .1
S N GAS ! .0 1.2 2.4 . -2.2 .01
§ ELEC !--7.3 - .0 - S S R S X X
TOYS,SPORTS,MISC MANUF  PRICE ELASTICITIES

T raiTAL LmBOR  OIL  cOAL M GASs  Erec

Z LABOR! .8 -8 .0 .0 .0 .01
3 oIL ! .0 1.5 -4.4 .0 .9 2.1 !
4 coaL ! .0 .0 .0 .0 0 .0t
S M GAS ! .0 .4 L .0 -1.2 .0 !
§ ELEC ! s .0 .4 0 .0 -.9 1
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1 GRAINS

RAIL
WATER
TRUCK
PIPE

TS W N -

1 GRAINS

RAIL
WATER
TRUCK
PIPE

W N -

2 IRON ORE

RAIL
WATER

. PIPE

T W N -

2 " 1IRON ORE

RAIL

WATER

TRUCK
PIPE

L Y I VIR

TRUCK

APPENDIX D

Transportation

Diewert Estimations

DIEWEPT COEFS (MULTIPLLIED BY 1000)

T 2 3 A
RAIL WATER TRUCK PIPE
Y $42.00 #tOO 00 «00 !
4 iﬁOO 42.50 95.60 .00 !
¢ «00 95.60 223.50 .00 !
' 00 .00 .00 «00 !
PRICE ELASTICITIES
1 Z 3 4
RAIL WATER TRUCK PIPE
N «.C0O .00 '
! .OD "'.29 .29 !
! 'OD 014 ‘01‘ !
! ' !
DIEWERT COEFS (MULTIPLIED BY 1000)
T 2 2 4L ’
RAIL WATER TRUCK PIPE
v #oo 381.40 .00 .00 ¢
' «00 <00 «00 00 !
v 00 -00 «Q0 «00. ’
PRICE ELASTICITIES
1 2 3 4
RAIL WATER TRUCK PIPE
1 «00 L

t

- - Y . W G R D D P D D D D G D S W W TP T -
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COPPER ORE CIEWERT COEFS (MULTIPLIED BY 100Q)

1 2 3 A
RAIL WATER  TRUCK PIPE
1 RAIL ! 790.80 00 Foo .00 ¢
2 WATER ! .50 .00 .00 .00 !
3 TRUCK ! #.00 .00 208.70 . .,00
& PIPE ! .00 .00 .00 .00 !
COPPER ORE . PRICE ELASTICITIES
1 2 3 4
RAIL  WATER TRUCK PIPE
2 WATER ! ' o '
3 TRUCK ! .00 _ o v
& PIPE ' , ‘ !
coaL. . DIEWERT COEFS (MULTIPLIED BY 1000)
B r 3 "
TRAIL HATER TRUCK PIPE
T RAIL ' 540.40 140.30 .00 00 Y
T2 WATER ! 140.30 131.30 .00 .00 ¢
. "3 TRUCK ' - .00 .00 .00 - .00 v
& PIPE ! 0o .00 .00 .00 ¥
coaL o y . PRICE ELASTICITIES
1 2 S L
RAIL WATER TRUCK PIPE
RAIL ! -.10 .10 !
TRUCK ! i _ ' ¢
PIPE ¥ o - o Y

R W




5 ’CRUD PETRO+NA DIEWERT COEFS (MULTIPLIED B8Y 1000)

1 2 3 4
RAIL WATER  TRUCK PIPE
1 RAIL ! .00 G0 .00 .00 !
T ! 000 000 000 000 !
2 WATER ! .00  55.20 .00 90.60 !
T ] .00 2.48 00 477V
3 TRUCK ! .C0 .00 .00 .00 !
T i .00 .00 .00 .00 1
4 PIPE ! .00 90.60 .00 733.80 !
T i .00 4?7 .00 42.68 ¢
5 CRUD PETRO+NA PRICE ELASTICITIES
1 2 3 4
RAIL WATER TRUCK PIPE
1 RAIL ! , , '
3  TRUCK ! " '
4 PIPE ! .05 -.05 ¢
6 STONE+CLAY MI  DIEWERT COEFS (MULTIPLIED 8Y 1000)
‘ | | o 2 3 4 /
RAIL WATER TRUCK PIPE
’ PA-I,L ! —‘-60807 #000 39‘.60 000 !
©2 water ' Foo  8e.50 239.10 G0 !
"3 TRUCK ! 3%4.,80 239.10 -348.640 .00 !
4 PIPE ! .00 .00 .00 .00 !
6 STONE+CLAY MI ' PRICE ELASTICITIES
1 2 3 4
RAIL WATER  TRUCK PIPE
3 TRUCK ! 64 " +38  =1.02 '
& PIPE 4 1
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CHEM+FERT MIN OIEWERT COEFS (MULTIPLIED BY 1000)

1 2 3 4
RAIL WATER  TRUCK PIPE
1 RAIL ' 589,40 ¢tuo ifoo .00 !
2 WATER ! ifoo 270.40 ifoo .00 !
3 TRUCK ! #o0 #00 140.20 .00 !
4 PIPE ! .00 .00 .00 .00 !
CHEM+FERT MIN . PRICE ELASTICITIES
) 2 3 4
RAIL WATER  TRUCK PIPE
1 RAIL ! - .00 .00 3
2 WATER ! .00 .00 '
3 TRUCK ' .00 .00 '
4 PIPE ! : v
LOGS " DIEWERT COEFS (MULTIPLIED BY 1000)
D 2 3 4
RAIL WATER  TRUCK PIPE
T RAIL ' 174.70 42.60 128.00 .00 !
T ' .90 o27 1.40 .00 1
2 WATER ! 42,60 =271.20 307.70 .00 !
T ¢ 27 1.75 3,85 .00 ¢
3. TRUCK ' 128.00 307.70 137.30 .00 !
B S 1.40 3.85 1.57 .00 ¢
4 PIPE ¥ .00 .00 .00 .00 !
LOGS ' PRICE ELASTICITIES
1 2 3 4
RAIL WATER  TRUCK PIPE
1 RAIL ! -e25 06 .19 '
2 WATER ! 27 =2.20 1.93 '
4 ' | | '

PIPE
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9 ’.LUMBER : DIEWERT COEFS (MULTIPLIED BY 1000)

1 3
RAIL WATER  TRUCK PIPE
1 RAIL ' 88.90 .00 389.40 .00 !
‘ T i 1.17 .00 5.26 .00 !
2 WATER ! .00 .00 .00 .00 '
T i .00 .00 .00 .00 ¢
3 TRUCK ' 389.40 .00 53.50 .00
T ' 5.26 .G0 274 .00 1
& PIPE ! . .00 .00 .00 .00 !
e T ' .00 -00 000 000 !
9 LUMBER PRICE ELASTICITIES
1 2 3 A
RAIL WATER  TRUCK PIPE
1 .RAIL ! -6 o6l '
2 WATER ! | , '
3 TRUCK !  Wbb . —e bl .
4 . PIPE ! | !
10 PULP,PAPER,PP DIEWERT COEFS (MULTIPLIED 8Y 1000)
' 1 4
RAIL WATER  TRUCK PIPE
2 WATER ¥ .00 .00 .00 .00 !
4 PIPE ! .00 .00 .00 .00 ¢
10 PULP,PAPER PP PRICE ELASTICITIES
. ¥ ' 4
RAIL WATER  TRUCK PIPE
1 RAIL Y ' 4 .00 '
2 WATER ! '
3  TRUCK ! .00 '
4 PIPE ! R
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11 INDUST CHEMIC DIEWERT COEFS (MULTIPLIED BY 1000)

1 3
RAIL WATER TRUCK PIPE
1 RAIL ! 472.80 #00  4.10 .GO
2 WATER ! #00 270.90 # 00 .00 !
3 TRUCK ¢ 4.10 #00 248.10 .00 !
. 4 PIPE .00 .00 .00 .00 !
11 INDUST CHEMIC PRICE ELASTICITIES
~ 19 3 ‘
RAIL WATER TRUCK PIPE
1 RAIL ! -.00 .GO 000 4
2 WATER ! .00 .00 '
3 TRUCK ! .01 .00 -.01 '
4 PIPE ' -4
12 MISC PETRO PR DIEWERT COEFS (MULTIPLIED &Y 1000)
o 3 4
RAIL WATER TRUCK PIPE
1 RAIL ! .00 .00 .00 .00 ¢
2 WATER ! .00 96.30 #00 108.60 !
3 TRUCK ! .00 #00 124440 214.90 !
. & PIPE H .00 108.60 214 .90 75.60 !
12 | 'MISC'PETRO PR', } PRICE ELASTICITIES
a 1 3 '
RAIL WATER TRUCK PIPE
1 RAIL ¢ '
2 WATER ! -.26 .00 026 !
3' TRUCK ! 000 "032 032 '
4 PIPE ! 14 27 =41
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13

13

«1";M

14

1 2 3 “
RAIL __WATER _ _TRUCK . ___PIPE _

.00 .00~ .00 =00t

.00 483.90  #a0 .00 !

.00 %00 164.30  41.00 ¢

.00 .00  41.00 267.20 !

D A D T D - - - G - D . - -

PRICE ELASTICITIES

FUEL OIL
1 RAIL
2 WATER
3 TRUCK
4 PIPE
FUEL OIL
__RAiL_ wafen  TeUck _ elee
1 RAIL '
2 WATER .00 .00 !
3 TRUCK .00 -.10 .10
¢ PIPE ' _____.eb0____e07 ___ze0Z!
f»”ctnsur "'DIEWERT COEFS (MULTIPLIED B8Y 1000)
’V ‘ 1 2 3 4 ‘ '
——-_RAIL___WATER __TRuctk ___PIPE _
TOSAIL G -3egalg 08 e7Relg 88
2 WATER ~ +00 .00 «00 .00 !
T .00 «.00 «00 «00 !
3 TRUCK 67210 .00 =74.30 .00 !
R 16037 .00 272 .00 !
& PIPE .00 .00 .00 .00 ¢
S LSOO, . .
CEMENT PRICE ELASTICITIES
' | 1 2 3 4
o RAIL _ _WATER _ _TRUCK __.PIPE__
1 RAIL -1.17 1.17 '
2 WATER '
3 TRUCK .55 -e55 '
& PIPE
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15 *STEEL - DIEWERT COEFS (MULTIPLIED B8Y 1000)

1 3 4
RAIL WATER  TRUCK PIPE
T 1.30 .00 3,24 00 i
2 WATER ! .00 .00 .00 »00
T i .00 .00 .00 .00 1
T i 3.264 .00 1.10 .00 !
& PIPE .00 .C0 .CO0 .00 !
T .00 .00 .00 .00 !
15 STEEL PRICE ELASTICITIES
1 2 2 4
RAIL WATER  TRUCK PIPE
1 RAIL 4 -‘-88 .88 '
2 WATER ‘! '
3 TRUCK 4 068 ‘068 4
4 PIPE ! '
16  “MOTOR VEHICL DIEWERT COEFS (MULTIPLIED BY 1000)
1 2 3 4
RAIL WATER  TRUCK PIPE
1 RAIL ' 3%4.80 .00  90.10 .dg ’
s T 5.30 000 1.‘8 V] !
:2 WATER ! .00 .00 .00 .00 ¥
"3 TRUCK ! $0.10 .00 473.90 .00 ¢!
4 PIPE ' .00 .00 .00 .00 v
T i .00 .00 .00 .00 !
16 ~ MOTOR VEMICL PRICE ELASTICITIES
iR 3 4
RAIL WATER  TRUCK PIPE
1 RAIL t -011 011 !
2 WATER ! '
& PIPE ! ' '

A D @O W @ - wn > - - - - an an gy @ - -
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17 "OTH AGRIC PR DIEWERT COEFS (MULTIPLIED BY 10Q00)

1 RAIL ' -174.80 00 417.40" .00 !
T ¢ Tar7 .60 1.91 a0
R T T T
3 TRUCK ! 417.40 .00 327.10 .00 '
T i 1.91 .00 1.54 .G0 }
4 PIPE ! .00 .00 .00 .00 !
T bo_o_-200 __eb0 200 .00t
17 OTH AGRIC PR PRICE ELASTICITIES
'EZIL waSeR 1R5c5 ___ggge_
1 RAIL ! -9 .99 '
2 WATER ! o '
"3 TRUCK ! .27 -.27 '
4 PIPE !-______;_' ____‘ Y
18 | QTH NON-FERR DIEWERT COEFS (MULTIPLIED BY 1000)
" 1 2 3 4 B
) ____RAIL_ _ WATER __TRuUCk ___PIPE _
1 RAIL ' 201.70 550.90 #00 .00 !
"2 WATER ! 550.90 -464.90 .00 .00 !
'3 tRuck t Foo .00 160.50 .00 !
4 PIPE ' .00 .00 .00 00!
18 OTH NON-FERR PRICE ELASTICITIES
MR wafer  Tmdck  eiee
1 RAIL ! 36 W36 .00 '
2 WATER ! 5.57 =557 .00 '
3 "TRUCK ! .00 .00 '
4 PIPE ! - '
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19 'FOOD,TOSAC P DIEWERT COEFS (MULTIPLIED BY 1000)

1 2 3 4
RAIL WATER TRUCK PIPE
1 RAIL ' 103.30 .00 313.20 .00 ¢
: T ' 1.42 .00 L.46 .00 1}
WATER ! .00 .0 .00 .00 !
2 ' .00 .08 .00 .00 1@
3 TRUCK ' 313.20 .00 226.30 .08 '
T i 4.6 .00 3.31 .00 1@
4 PIPE ' .00 .00 .00 .00 !
T v .00 .00 .00 .00 1
19 . FOOD,TOBAC P PRICE ELASTICITIES
1 2 3 A
RAIL WATER TRUCK PIPE
2 WATER ! ' '
3 TRUCK ! .28 -.28 '
“ o b PIPE YV .. : | '
20 TEXT+LEATH PR DIEWERT COEFS (MULTIPLIED B8Y 1000)
s : - 2 3 4
: RAIL WATER TRUCK PIPE
2 WATER ! .60 .00 .00 «30 !
3 TRuCK ! .00 .00 893,50 .00 !
& PIPE ¥ .00 .G0 .00 .00 !
20 TErT+LEATHVPR PRICE ELASTICITIES
’ 1 2 3 4
RAIL WATER' TRUCK PIPE
1+ RAIL ! ’ .00 '
2 WATER ! | v
3  TRUCK ' .00 v
4 PIPE ! ‘ '

162



21 "PAP PROD(-)CO

~

DIEWERT COEFS (MULTIPLIED 8Y 1000

1 3 4
RAIL WATER TRUCK PIPE
1 RAIL -70.,40 +00 583.10 «00 !
o78 .00 6.66 .00 1
2 WATER ! .00 .00 .00 .00 !
T i .00 .00 .00 «Q0 1
3 TRUCK ' 583.10 00 -132.10 .00 !
' 6e66 .00 1.55 .00 !
4 PIPE ! .00 .00 .00 .00 !
' .00 .00 «Q0 .00 !
21 PAP PROD (=) CO PRICE ELASTICITIES
1 2 3 4
RAIL WATER TRUCK PIPE
T RAIL ! -.59 «59 '
2 WATER ! '
3  TRUCK ¢ 66 -e66 '
4 PIPE ¥ '
22 "PRINT MATT+PP DIEWERT COEFS (MULTIPLIED BY 1000)
‘ 1 2 3 4
RAIL WATER TRUCK PIPE
1 RAIL ' =-2S51.50 «00 365.50 «00 !
T 1 1.93 .00  2.89 .00 !
. 2 WATER ! .00 .00 .00 .00 !
U3 TRUCK ' 365.50 .00 502.60 Q0 v
4 PIPE ¥ 00 .00 .00 .00 !
: T L3 .00 .00 .00 .00 !
22 PRINT MATT+PP PRICE ELASTICITIES
' ' 1 2 3 4
RAIL WATER TRUCK PIPE
1 RAIL ! '1 034 108" !
2 WATER ! '
3 TRUCK ! 21 -.21 v
4 ' 1




e /r '4

OTH CHEMICAL DIEWERT COEFS (MULTIPLIED BY 1000

S W N -

1 2 3 A
RAIL WATER TRUCK PIPE
1 RAIL ' 248,30 .00 iﬁoa.zo .00 !
T i 2.83 .00 2.06 <00+
2 WATER ! .00 .00 .00 .00 !
T ' " .00 .00 .00 .G0 1
3 TRUCK ' 164,30 <00 305.90 .00 !
T 2.04 .00 bo11 .36 1
4 PIPE ! .00 .00 .00 .00 ¢
T i .00 .GO .00 .00 !
OTH CHEMICAL PRICE ELASTICITIES
’ 1 2 3 4
RAIL WATER TRUCK PIPE
RAIL ! -e16 W16 '
WATER ! !
TRUCK ! 24 - 264 v
PIPE t . v
PLASTICS 7 CIEWERT COEFS (MULTIPLIED BY_1OOQ)
' 1 2 3 A
RAIL WATER  TRUCK PIPE
1 RAIL ' 333.90 .00 221.50 .00 !
B T ¢ 5 .45 .00 3,40 .a0 @
.2 WATER ' .00 .00 .00 .00 !
T 3 .00 .00 .C0 .30 !
3 TRUCK ' 221.50 .00 189,00 .00 !
: S SR 3.60 .00 2.42 .00 ¢
PLASTICS ) PRICE ELASTICITIES
‘ 1 4
RAIL WATER TRUCK PIPE
RAIL ! -e25 : 25 v
WATER ¢ v
TRUCK ¢ .21 - -.21 '

£ W N

PIPE ! - o v




25 "DRUGS+PAINT§ DIEWERT COEFS (MULTIPLIED 8Y 1000)

1 3 4
RAIL WATER TRUCK PIPE
T ' 5.85 00 10.61 «30 !
2 WATER ! .90 .00 .00 , .00 !
T ' .00 00 00 .00 !
3 TRUCK ' 365.10 «00 419.%0 .00 !
T ' 10.61 «00 11.55 .00 !
4 pPIPE ! .00 «C0 «00 «30 !
T ' .30 «00 .00 .00 !
25 DRUGS+PAINTS PRICE ELASTICITIES
1 4
RAIL WATER TRUCK PIPE
1T RAIL !¢ -1.16 1.15 '
2 WATER ! § , '
3 TRuCk ! 24 =24 4
- & PIPE ! . !
26 ’~RUBBER PROD - DIEWERT CdEFS (MULTIPLIED BY 1000)
‘ 1 2 3 4
) RAIL WATER TRUCK P1PE
1 RAIL ' =16.90 «00 254.00 «00 !
T ' .24 .00 3.7 .00 ¢
2 . WATER ! .88 «00 «00 .00 !
- T ! e -00 000 .00 '
N ' 3.71 +00 754 .00 !
4 PIPE ! Q0 00 «00 «20 !
T ' «00 «00 .00 .00 !
26 RUBBER PROD PRICE ELASTICITIES
) 1 ' 2 3 4
RAIL WATER TRUCK PIPE
1 RAIL ' ~e52 52 ‘ t
2 WATER ! . '
'3 TRuUCK ! 17 -.17 v
4

PIPE ' '




27 " OTH w00D PROD CIEWERT COEFS (MULTIPLIED BY 1000)

1 3 4
RAIL WATER  TRUCK PIPE
1 RAIL ! .40 .00 512.80 .00 !
T i .00 .00 4.09 .00 ¢
2 WATER ¢ .00 «00 .00 «00 ¢
T i .G0 .00 .00 .CO 1
3 TRUCK ' 512.80 .00 =-58.30 .00 !
T i 4.09 .00 1 .00 1
& PIPE ! 00 .00 .GO .00 !
T ' .00 .00 .00 .00 !
27  OTH WwO0OD PROD PRICE ELASTICITIES
1 2 3 4
RAIL WATER  TRUCK PIPE
2 WATER ! '
3 TRUCK ! 53 ~.53 L
& PIPE ¥ '
28 5un~11+nr§c M DIEWERT COEFS (MULTIPLIED 8Y 1000)
| 1 1 A
RAIL WATER . TRUCK PIPE
T RAIL ' 174,20 .00 S4.00 .00
2 WATER ! .00 6.30 71.70 .00 !
3 TRuck ! 54,00 71.70 607.00 .00 !
‘4. PIPE ! .00 . GO0 .00 .00 !
28 FURNIT#MISC M PRICE ELASTICITIES
’ h T 2 13 4
RAIL WATER  TRUCK  PIPE
1 RAIL ! -.15 .15 '
Z WATER ! ~obb Jbh '
3  TRUCK ! .04 .0S -.08 '
& PIPE '

W R G PGP WP T D P DD WP D W DD W D P D D - -
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GLASS PROD DIEWERT COEFS (MULTIPLIED B8Y 1000)
1 2 3 4
RAIL  WATER  TRUCK PIPE
1 RAIL '  12.20 .00 5%6.80 .00 !
T i .08 .00 " 4.52 —00
2 WATER ! .00 .00 .00 .00 !
T i .00 .00 .00 .00 ¢
3 TRUCK ! 596.80 .00 -216.60 .00 !
T ] 4,52 .00 1.02 .00 i
4 PIPE ! .00 .00 .00 Q0 !
T v .00 .00 .00 .00 ¢
GLASS PROD PRICE ELASTICITIES
9 4
RAIL WATER TRUCK PIPE
1 RAIL ' -1.89 1.89 '
2 WATER ! ‘ , '
'3 TRUCK ! .36 . =e36 !
4 PIPE ! o v
* STONE+CLAY PR OIEWERT COEFS (MULTIPLIED BY 1000)
1 3 4
RAIL WATER TRUCK PIPE
1 RAIL ! 764,50 .00 240.90 .00 !
T i 3.29 .00 1.77 .00 i
2 WATER ' .00 .00 .00 .00 !
‘ T . & . .00 .00 .00 .00 ¢
3 TRUCK ' 240.90 .00 -242.30 .00
T 1.77 .00 .82 .00
4. PIPE ! .00 .00 .00 .00 !
T ' ‘ 000 000 000 000 !
'STONE+CLAY PR PRICE ELASTICITIES
1 4
RAIL  WATER  TRUCK PIPE
1 RAIL .! -.21 .21 '
2 WATER ! : '
3 TRUCK ! 29 -e29 v
& PIPE V¥ ; - '



31

31

32

32

* PRIM NON-FERR

CIEWERT COEFS (MULTIPLIED BY 100Q)

1 2 3 A
RAIL WATER  TRUCK PIPE
1 RAIL ' 174.30 .00 235.30 .00 !
T ¢ 2.07 .00 2.50 .00 1
2 WATER ! .00 .00 .00 .00 !
T i .00 .00 .00 .00 !
3 TRUCK ' 235.30 .00 324.40 .00 !
T i 2.90 .00 4,12 .00
& PIPE ! .00 .CO .00 .00 !
T i .00 .00 .00 .00 ¥
PRIM NON=FERR PRICE ELASTICITIES
1 2 3 .
RAIL WATER  TRUCK PIPE
1 RAIL ! -.29 .29 '
2 WATER ! ' '
3 TRUCK ! .21 -.21 '
& PIPE ! “ '
FAB STRU MET DIEWERT COEFS (MULTIPLIED 8Y 1000)
1 3 4
RAIL WATER  TRUCK PIPE
1 RAIL ! 262.60 00 99.30 .00 !
T i 2.23 .00 .78 .00 @
.2 WATER ! .00 .00 .00 .00
S S .00 .00 .00 .00 *
"3 TRUCK ¥ 99,30 «00 462.60 .00 !
& PIPE ' .CO .00 .00 .00 !
T 3 .00 .00 .00 .00 1
FAEB STRU MET PRICE ELASTICITIES
‘ 1 2 3 4
RAIL WATER  TRUCK PIPE
1 RAIL ¢ ~e1b 14 '
2 WATER ! '
4 PIPE ! v



- 33

*

PIPE !

33 " ORD+MISC FAB DIEWERT COEFS (MULTIPLIED BY 100Q)
' ’ 1 2 3 4
RAIL WATER  TRUCK PIPE
1 RAIL ' =4C3.00 .00 628.80 .00 !
T N 5.69 .08 9.20 .00 ¢
"2 WATER ! .20 .00 .00 .00
T ' .00 .00 .00 .00 ¢!
3 TRUCK ! 628.80 .00 139.90 .00 !
T ! 9,20 .00 2.10 .00 !
4 PIPE ! .00 .GO .00 .00 !
B ' .00 .00 .00 .00 !
ORD+MISC FAB PRICE ELASTICITIES
1 2 3 4
RAIL  WATER TRUCK PIPE
1 RAIL ! -1.38 1.38 '
2 WATER ! : , e
3 TRUCK ! ol -4l '
4 PIPE ! . ' '
34 * METWORK MACH+ DIEWERT COEFS (MULTIPLIED BY 1000
1 2 3 A
RAIL  WATER TRUCK PIPE
1 RAIL ' 767.00 «00 2721.40 .00 !
R 3 1.79 .C0 10.42 .00 !
. 2 WATER ! «CO0 '« 00 «00 .00
T L .00 .00 .CO .00
"3 TRUCK ' 2721.40 «00-5225.30 .GO
T B 10.42 .00 8.16 .00
" T ' oGO 000 -OD 000
‘34, METWORK MACH+ PRICE ELASTICITIES
’ ‘ 1 2 T 4
RAIL  WATER TRUCK PIPE
1. RAIL Y =20.16 20.16
2 WATER !
3 TRuUCK ! 1.49 =149
4.




* .
35 OTH MACH EXC DIEWERT COEFS (MULTIPLIED BY 1000)

1 2 3 4
RAIL WATER  TRUCK PIPE
1 RAIL ' 29.10 .00 216.80 .00 !
T i 237 +00 2.82 200 @
2 WATER ! .00 .00 «00 «CQ ¢
T ] 200 100 .00 00
3 TRUCK ' 216.80 .00 506.00 .00 ?
T i 2.82 00 677 .00 §
4 PIPE ! .00 .00 .00 .00 !
T ] .60 00 .00 .00 ¢
35 OTH MACH EXC PRICE ELASTICITIES
1 4
RAIL WATER  TRUCK PIPE
1 RAIL ! -o47? 67 '
2 WATER ¢ '
3 TRUCK ! .15 -.15 '
& PIPE ! '
36 COMMUNICATION  DIEWERT COEFS (MULTIPLIED BY 1000)
- 1 2 3 4
- CRAIL WATER  TRUCK PIPE
T RAIL ' 201.43 .00 .00 .00
2. WATER ! .00 GO0 .00 . +00 !
4 PIPE ! .00 .00 .00 00 v
36 COMMUNICATION PRICE ELASTICITIES
1 2 3 4
RAIL WATER  TRUCK PIPE
1 RAIL ! ’ .00 '
2 WATER ! - o
3 TRUCK ! .Co '
4 PIPE ! ' '
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37

37

- 38

38

ELEC MACH+EQP

1
RAIL
1 RAIL ' 242.40
2 WATER ! .00
3 TRUCK ! 24.10
4 PIPE ! .00
ELEC MACH+EGP
. s
RAIL
2 WATER !
3 TRUCK ! .02
4 PIPE !
OTH TRANSP EQ
‘ 1
RAIL
1 RAIL ' -320.80
T R .85
v T ¢ .00
3 TRUCK ' 791.10
S ' 2.17
4 PIPE T .00
T P .00
_OTH TRANSP €G
| 1
RAIL
1 RAIL ¢ -.92
2 WATER !
3 TRUCK ! .73
4& PIPE !

DIEWERT COEFS (MULTIPLIED BY 1000)

4
WATER TRUCK PIPE
.00 34.10 .00 !
.00 .00 .00 !
«00 674.30 .00 !
.00 .00 .00 !

PRICE ELASTICITIES

2 3 4
WATER TRUCK PIPE
«05 '
4
e 03 '

"DIEWERT COEFS (MULTIPLIED BY 1C00)

3 4
WATER TRUCK PIPE
+00 791.10 «00 ¢
«00 2.17 +00 !
000 - 000 .00 H
.00 +00 «00 !
«00 .87 <00 ¥
.00 .00 .00 !
«00 .00 .GO0 !

. PRICE ELASTICITIES

2 L 4
WATER TRUCK PIPE
92 !
!
-e?73 4
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O0TH SCRAP DIEWERT COEFS (MULTIPLIED BY 1000)

1 2 3 4
RAIL WATER  TRUCK PIPE
1 RAIL ' 360.00 .00 .00 .00 !
2 WATER ! .00 540.60 .00 .00 !
3 TRUCK ! .00 .CO .00 .00 !
4 PIPE ! .00 .00 .00 .00 !
OTH SCRAP  PRICE ELASTICITIES
. 2 3 &
RAIL WATER  TRUCK PIPE
1 RAIL ! .G0 '
2 WATER ! .00 !
3  TRUCK ! . - -
& PIPE ! !
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Appendix E

Estimation of Private Truck Coefficient Changes

Private truck service demands for industries in the INFORUM A
matrix of I/0 coefficients are represented by the component inputs into
the production of truck services. There are nine major inputs, seven of
which are listed above in Step 3 of Chapter V. The seven are 67:
Miscellaneous Chemical Products.-76: Petroleum Refining, 77: Fuel 0il,
80: Tires and Inner Tubes, 145: Motor Vehicles, 183: Insurance, and
190: Auto Repair. The remaining two are the retail and wholesale trade
margins. Besides representinglprivate truck services they also
represent inputs used fcr”other purposes such as maintaining a private
car’ fleet or other machlnery. In order to calculate how much of the

lnput coefflclent needs to be adjusted to represent a change in demand

for private truck services, a weight was calculated which represents the

private truck share of each input. Even though the retail and wholesale
margins are the largest components of truck services these private truck
service compocents‘w111‘generaliy represent very small portions of the
>Jcotalxretailaand.wholesale coefficients. ﬁsince ;he effect of changing
Apfivete.trcck deﬁands-would havellittle impact on these coefficients, no
adJustment for prxvate truck services were made for these two. For the

remalnlng seven inputs the following wezght. W.» was calculated:
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- i P
wo = ? aij : Qj 1 1, ¢« ¢« ¢ 57
where
s = amount spent on component input i per dqllar of total
private truck revenue in 1972. Data was taken from
JFA calculations.
RPT = private truck revenue in 1972 collected for each of
the 45 JFA commodity categories listed in Table 5.1.
aij = I/0 coefficient for private truck component input i
per dollar of output j in 1972, taken from the
INFORUM 1972 A matrix,
Qj = INFORUM output of industry j measured in 1972 dollars.
In the equation outputs are summed over all industries
making up each JFA commodity cétegory.
Unfortunately, the combining of tWwo separate data sources -- JFA and
INFORUM -- led to both the calculation of weights greater than one in

some cases and to no weights at all in others where JFA‘private truck
input expenditures had no corresponding INFORUM input flows. Of the 315
possible weights (45 sectors times seven inputs) eight percent were of
the former type and nine percent were of the latter type. In fact, in
many cases the two sets of data seemed inconsistent. In order not to
introduce more error into the private truck inputs in the INFORUM
sectors, three paths were followed. First, all private truck shares

that were less than 20 percent of total truck were grouped with
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" commercial truck and the commercial truck row was moved as if it
represented all truck services. Where private truck component weights
were less than ten percent of the total input the weight was dropped and
the coefficient was moved by the normal INFORUM "choss-the-row-change"
adjustment. The remaining larger weights weré retained and used to

weight the private truck I/0 changes estimated above.
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. pp.. 28=45..

Chapter IV

[1] All designated sector names in this dissertation will begin
" with captial letters to distinguish them from generic groupings. -

2] U.S.. Department of Commerce. Bureau of the Census. Annual

L MC77 SR-4(Part"3). p.'.i;rr
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[3] Halvorsen, Energy Substitutiom,” pp. 381-8.

[4] E.R. Berndt and D. Wood, Engineering and Econmometric
Interpretations of Energy-Capital Complementarity, IThe American_

Economic Review 69 (June 1979): 342,

[5] Melvyn Fuss, The Demand for Energy in Canadian Manufacturing,
Jourpnal of Fcomometrics 5 (January 1977): 109.

[6]1 Ibid.

[7] When fewer than three firms exist in a state, data is often
withheld in order to avoid the disclosure of privileged firm
information.

[8] U.S., Department of Commerce, Bureau of the Census, Apnual _

[9] Jan Kmenta, Elgmgn;g_éﬁ_zsgngmg;:igg (New York: Macmillan Co.,
1971) p. 257. . ‘ ;

[10] U.S., Census, Fuels and Electric Energy Consumed: 1975,
P 1l.

[11] The remaining price differential reflects transportation costs
for foreign oil. - : :

{12] U.S., Department of Commerce, Bureau of Census, Annual Survey
of Manufacturesgs: 1iels apd Electri nerey Consumed, 1974, 1975, and
1976 U.S. Department of Commerce, Bureau of the Census, 1972 Census
"of Manufactures els = Ele i Ene Sume ecial Re
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(137 Envi
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lity (U.S. Government Printing Office:

- [14] Interview with Mike Zemmer, American Gas Associates,
" Washington, D.C., 15 July, 1979.
Chapter V
[1] Unpublished data provided by Jack Faucett Associates, Inc..,
-Chevy Chase, Maryland, 1977.
[2] The ratio of inputs to industry output is sometimes refered to

as a market quotient™; see Almon et al., 1985:  Interindustry
Forecasts, p. 189. :
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[3] A majority of inter-modal shipping generally involves short
distance shipping by all but the least expensive mode. This is because
zero back hauling created by most inter-modal tramsfers prohibits all
but the shortest trips by more expensive modes. These short distance
hauls, according to Jack Faucett Associates, would not appear in their
intercity shipments data, which is the source here, leaving each ton
accounted for by only the primary mover.

A well known example of inter-modal transfers, piggyback trailers
on flat cars, although a possible generater of doubly counted tomns
hauled is also discounted because it accounts for only two percent of
rail frelght tonnage as reported by the Task Force on Railroad
Productivity in Improving Railroad Productivitys: Final Report, Report
to the National Commission on Productivity and the Council of Economic
Advisers (Washington, D.C.: November, 1973) p. 143.

[4] For a derivation of the logistic curve technique, see Clopper
Almon and Margaret Buckler, Logistic Growth Curves for Coefficients,
Research Memorandum No. 32, Maryland Interindustry Forecasting Project,
1971.

[5] The remaining six Faucett sectors have only one major mode of
transport and, therefore, are not appropriate for the Diewert techmnique.

[6] Transportation Association of America, Transportation Facts and
Trends (Washington, D.C.: July 1978) p. 9.

[7] U.S. Department of Commerce, Bureau of the Census, Census of

Transportations 1963, 1967, 1972, Vol. III, Part 1.
[8] U.S., Interstate Commerce Commission, Bureau of Economics,
Transport Economics, Vol. III, No. 2, 19763 Vol. V, No. 1, 1978.
[’9] Ibid. |

[10] For a full dlscusSLOn of the modal choxce dec1$lon see Paul 0.
Roberts, Developmen £ a Policy Se ‘ g ig
ngggg‘_zhggg_l_ggpg;t. U.S. Department of Transportatlon. Offlce of
Transportation Systems Analysis and Informatlon (Washlngton. D.C.:
Apr11 1977) p. 12-15. :

fll] For modal sp11t studies 1nvolv1ng aggregate commodity

shipments data see A.L. Morton, Competition in the Intercity Freight
Market: A Waybill Study of the Motor Carxier Industry. U.S.
Transportation Department, Office of the Secretary (February 1971). For
modal split studies using cross-commodity data see Mark S. Jelavich, A
Study of the Determinants of Freight Modal Choice, Working Paper 159-2,
Jack Faucett Associates, Inc.. Chevy Chase. Maryland. & January 1977),
-or  Ann. Friedlander, Alterna 1.2 . ] 181 .
WMWWW. Center for
Transportation Studies, M.I.T. (Cambridge, Massachusetts: 1 February
1978) ..
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[12] Roberts, Development of a Policy Sensitive Model, "A Review of
Available Data, Appendix B, p. BlO.

[13] Friedlander, Alternative Sceparios, p. lé&4.

[14] John R. Meyer, et al., Ihe Economics of Competition in the

Ixansportation Industries (Cambrldge. Harvard University Press, 1959)
Pp. 194,

[15] For exzample see Jelavich, “Determinants of Freight Modal

Choice,” or Friedlander, Alternative Scepmarios.

[16] Roberts, Development of a Policy Sensitive Model, p. 16.
[17] 1bid.

[18] Task Force on Railroad Productivity, Improving Railroad
Productivity, pp. 32-3.

[19] Jan Rmenta, Elements of Fcopometrics, (New York: Macmillan
Co., 1971) pp. 302-3. - .

[20] For a futher discussion of the skirt technique see Almon, et

al., 1985: Interipdustry Forecasts, pp. 188-97.

_ [21] The seven remaining Faucett sectors have only one major mode
of transport and, therefore, are not appropriate for the Diewert
technique. To the six previously mentioned has been added Metal Working
Machinery which ships predominately by truck even though a Diewert
equation was estimated for it above.

-+ [22] Transportatlon Association of America, Facts and Trepnds, 1979,
p.~10. .

[23] For a detalled dlscu381on of the INFORBM wage-price model see
David Belzer, ~An Integration of Prlces. Wages, and. Income Flows in an
Input-Output Model of the U.S.~ (Ph.D.. dissertation, University of
wMaryland. 1978). . :

e [24] U.s.. Bureau of Census. Qgnana_nﬁJbuuuumxiasann‘__lez Vol.
III» Part 1.

- [25] For a descrlptzon of the distance of haul adjustment technlque
see- Jack Faucett, The Department of Transportation Long Range Forecast.
Model, Final Report”, Jack Faucett Assoclates. Chevy Chase, Maryland,
(March 1978).
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